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ABSTRACT 

This research aims to develop sentiment classification models for Thai text 

by applying Natural Language Processing techniques through pre-trained Thai 

language models combined with memory-extended models capable of handling 

longer data sequences. Four model architectures were developed: baseline model, 

bidirectional processing-enhanced model, feature extraction with bidirectional 

processing hybrid model, and a model utilizing the last four layers. Experiments 

were conducted on a dataset containing 11,118 samples divided into two classes: 

positive and negative. The results showed that the bidirectional processing-

enhanced model achieved the highest performance with 90.93% accuracy. This 

research demonstrates that appropriate integration of pre-trained language models 

with memory-extended sequential processing models can effectively develop Thai 

sentiment classification systems. 
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บทที่ 1  
บทนํา 

1.1 ความเป็นมาและความสําคัญของปัญหา 

ในยุคดิจิทัลปัจจุบัน การวิเคราะห์ความรู้สึกจากข้อความ (Sentiment Analysis) ได้กลายเป็น

เครื่องมือสําคัญที่ช่วยให้องค์กรต่าง ๆ สามารถเข้าใจความคิดเห็นและความรู้สึกของลูกค้าได้อย่าง

รวดเร็วและมีประสิทธิภาพ โดยเฉพาะการวิเคราะห์รีวิวสินค้าและบริการที่มีปริมาณมหาศาลใน

แพลตฟอร์มอีคอมเมิร์ซและสื่อสังคมออนไลน์ การสามารถจําแนกความรู้สึกเชิงบวกและเชิงลบจาก

ข้อความเหล่านี ้ได้อย่างแม่นยําจะช่วยให้ผู ้ประกอบการสามารถปรับปรุงผลิตภัณฑ์และบริการ 

วางแผนการตลาด และตอบสนองความต้องการของลูกค้าได้ดียิ ่งขึ ้น การพัฒนาการวิเคราะห์

ความรู้สึกสําหรับภาษาไทยยังคงเผชิญกับความท้าทายหลายประการ เนื่องจากภาษาไทยมีลักษณะ

เฉพาะที่แตกต่างจากภาษาอังกฤษ เช่น การไม่มีการเว้นวรรคระหว่างคํา (เช่น “สินค้าดีมากจัดส่ง

เร็ว”) ระบบวรรณยุกต์ที่ซับซ้อน (เช่น “ไม่ดี” กับ “ไม่ด้ี” มีความหมายต่างกัน) และการใช้คําซํ้าเพ่ือ

เน้นความหมาย (เช่น “ดีมากมากมาก” หรือ “แย่แย่แย่”) อีกท้ังการใช้ภาษาในส่ือสังคมออนไลน์และ

แพลตฟอร์มรีวิวมักมีความหลากหลายและความคิดสร้างสรรค์สูง เช่น การใช้คําสแลง คําย่อ และการ

ผสมผสานระหว่างภาษาไทยและภาษาอังกฤษ (เช่น “อร่อยมว๊ากกกก”, “ชิปป้ิงfast มาก”, “โอเคอ่ะ 

555+”, “มันส์จุงเบย”, “so so นะ”, “โครตดี”) ลักษณะเหล่านี้ทําให้การประมวลผลภาษาไทยต้อง

อาศัยแนวทางท่ีเฉพาะเจาะจงและมีความซับซ้อนมากข้ึน 

ความก้าวหน้าในด้านการเรียนรู้เชิงลึก โดยเฉพาะการพัฒนา Transformer-based models 

เช่น BERT ได้สร้างการเปลี่ยนแปลงครั้งสําคัญในวงการการประมวลผลภาษาธรรมชาติ การพัฒนา 

WangchanBERTa โดย Lowphansirikul et al. (2021) ซึ่งเป็น Pre-trained Language Model ท่ี

ออกแบบมาเฉพาะสําหรับภาษาไทย ได้แสดงศักยภาพในการปรับปรุงประสิทธิภาพอย่างมีนัยสําคัญ 

งานวิจัยของ Khamphakdee และ Seresangtakul (2023) ได้แสดงให้เห็นว่าการใช้ deep learning 

สําหรับการวิเคราะห์ความรู้สึกภาษาไทยสามารถให้ความแม่นยําสูงถึง 92.25% ซึ่งถือเป็นผลลัพธ์ท่ี

น่าประทับใจและสะท้อนให้เห็นถึงศักยภาพของเทคโนโลยีปัจจุบัน ปัจจุบัน การเข้าถึงเครื่องมือและ

โมเดลสําหรับการวิเคราะห์ความรู้สึกมีความสะดวกมากขึ้น โดยมีบริการ API จากผู้ให้บริการรายใหญ่ 

เช่น Google Cloud Natural Language API, OpenAI และ Microsoft Azure Cognitive 

Services ที่สามารถใช้งานได้ทันที นอกจากนี้ยังมี open-source models และ frameworks 

มากมายที่นักพัฒนาสามารถนํามาใช้งานได้ อย่างไรก็ตาม โมเดลที่มีประสิทธิภาพสูงและเหมาะสมกับ

ภาษาไทยโดยเฉพาะมักต้องเสียค่าบริการที่สูง หรือต้องมีความเชี่ยวชาญในการปรับแต่งโมเดลเอง ทํา

ให้ผู้ประกอบการขนาดเล็กและนักพัฒนาทั่วไปอาจยังเข้าถึงได้ยาก งานวิจัยของ Suraratchai และ 
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Phoomvuthisarn (2024) ได้ชี้ให้เห็นว่าการใช้เทคนิค ensemble learning ร่วมกับ pre-trained 

models สามารถปรับปรุงประสิทธิภาพการวิเคราะห์ความรู้สึกภาษาไทยได้อย่างมีประสิทธิภาพ 

ขณะที่งานของ Boquio และ Naval Jr. (2024) แสดงให้เห็นว่า multi-layer pooling strategies ก็

สามารถเพิ่มประสิทธิภาพของโมเดลได้เช่นกัน อย่างไรก็ตาม การเปรียบเทียบสถาปัตยกรรมโมเดล

ต่าง ๆ อย่างเป็นระบบยังคงเป็นประเด็นที่น่าสนใจ โดยเฉพาะการศึกษาที่เปรียบเทียบ Pure BERT 

baseline, BERT+BiLSTM, BERT+CNN+BiLSTM และเทคนิค weighted pooling ในงานเดียวกัน

สําหรับภาษาไทย ซึ่งยังมีโอกาสในการศึกษาและพัฒนาต่อไปเพื่อหาสถาปัตยกรรมที่ให้ผลลัพธ์

เหมาะสมท่ีสุด 

ด้วยเหตุนี ้ งานวิจัยครั ้งนี ้จึงมุ ่งเน้นการพัฒนาโมเดลการจําแนกความรู ้สึกภาษาไทยที่มี

ประสิทธิภาพสูงและพร้อมใช้งานจริง โดยใช้ WangchanBERTa ซึ่งเป็น Pre-trained Language 

Model ที่ออกแบบมาเฉพาะสําหรับภาษาไทยเป็นพื้นฐาน และประยุกต์ใช้เทคนิค Bidirectional 

LSTM (BiLSTM) ร่วมกับสถาปัตยกรรมอื่น ๆ เพื่อเพิ่มความสามารถในการจับความสัมพันธ์และ

บร ิบทของข ้อความ  งานว ิจ ัยน ี ้พ ัฒนาและทดสอบโมเดล  4 สถาป ัตยกรรม  ได ้แก ่  (1) 

WangchanBERTa baseline (WCB) (2) WangchanBERTa ร่วมกับ BiLSTM (WCB + BiLSTM) 

(3) WangchanBERTa ร ่วมกับ CNN และ BiLSTM (WCB + CNN + BiLSTM) และ (4) 

WangchanBERTa 4 layers weighted pooling ร่วมกับ BiLSTM (WCB (4-Layers) + BiLSTM) 

เพื่อหาสถาปัตยกรรมที่เหมาะสมที่สุดสําหรับการจําแนกความรู้สึกภาษาไทย การวิจัยนี้เลือกใช้การ

จําแนกเป็น 2 คลาส (เชิงบวกและเชิงลบ) เนื่องจากการประยุกต์ใช้งานในภาคธุรกิจส่วนใหญ่ต้องการ

การตัดสินใจแบบ binary เพื่อใช้วางแผนปรับปรุงผลิตภัณฑ์และบริการ เช่น การวิเคราะห์รีวิวสินค้า

ใน e-commerce การตรวจสอบความคิดเห็นในโซเชียลมีเดีย และการพัฒนาระบบช่วยเหลือลูกค้า

อัตโนมัติ นอกจากนี้ binary classification ยังมีความเรียบง่ายในการตีความผลลัพธ์และการนําไปใช้

งานจริง 

ความสําคัญของงานวิจัยนี้อยู่ที่การสร้างโมเดลที่ไม่เพียงแต่มีประสิทธิภาพสูง แต่ยังสามารถ

เข้าถึงและนําไปใช้งานได้จริงโดยไม่เสียค่าใช้จ่าย โดยโมเดลที่พัฒนาขึ้นจะถูกเผยแพร่บน Hugging 

Face Model Hub พร้อม Interactive Demo ผ่าน Gradio Spaces และตัวอย่างการใช้งานด้วย 

Python เพื่อให้นักพัฒนาและผู้ประกอบการขนาดเล็กสามารถนําไปประยุกต์ใช้ได้ทันที ผลลัพธ์ที่ได้

จะเป็นทั้งแนวทางในการพัฒนาโมเดลการวิเคราะห์ความรู้สึกภาษาไทยที่มีประสิทธิภาพ และเป็น

เครื่องมือที่พร้อมใช้งานจริงในการสนับสนุนการทํางานด้าน Back Office และการวิเคราะห์ความ

คิดเห็นของลูกค้าในหลากหลายสถานการณ์ 
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1.2 วัตถุประสงค์การวิจัย 

เพื่อพัฒนาโมเดลการจําแนกความรู้สึกจากข้อความภาษาไทย โดยประยุกต์ใช้เทคนิคการ

ประมวลผลภาษาธรรมชาติ (NLP) ร่วมกับโมเดล LSTM 

 

1.3 ขอบเขตของการวิจัย 

การวิจัยนี้กําหนดขอบเขตใน 4 ด้านหลัก ได้แก่ ด้านข้อมูล ด้านโมเดล ด้านการประเมินผล 

และด้านการเผยแพร่การใช้งาน โดยในส่วนของข้อมูลใช้ชุดข้อมูล Wisesight Sentiment Corpus 

จํานวน 26,737 ข้อความภาษาไทย ครอบคลุมช่วงปี 2016–ต้นปี 2019 ข้อความในชุดข้อมูล

ประกอบด้วยป้ายกํากับ Positive, Neutral, Negative และ Question ซึ่งเป็นข้อความจากสื่อสังคม

ออนไลน์ท่ีใช้ภาษาไทยกลางในรูปแบบไม่เป็นทางการ เช่น รีวิวสินค้า บทสนทนา ข่าว หรือโฆษณา ใช้

เฉพาะข้อมูลท่ีเผยแพร่สาธารณะและไม่มีข้อมูลส่วนบุคคล เพ่ือให้สะท้อนลักษณะการใช้ภาษาจริงของ

ผู้ใช้งานออนไลน์ การเตรียมข้อมูลได้มีการลบหรือปกปิดข้อมูลส่วนบุคคล ตัดข้อความซํ้า ข้อความ

ยาวเกิน 2,000 ตัวอักษร หรือข้อความท่ีไม่ใช่ภาษาไทย โดยเก็บการสะกดผิดและอีโมจิไว้ตามต้นฉบับ

เพ่ือรักษาบริบทและโครงสร้างทางภาษา 

ในส่วนของโมเดล ใช้ WangchanBERTa (WCB) เป็นโมเดลตั้งต้น และนํามาประยุกต์ร่วมกับ

สถาปัตยกรรมอ่ืน ได้แก่ Bidirectional LSTM (BiLSTM), Convolutional Neural Network (CNN) 

และการใช้ 4 Layers สุดท้ายของ WCB เพื่อสร้างเวกเตอร์แทนความหมาย โดยออกแบบการทดลอง

ใน 4 สถาปัตยกรรมคือ WCB, WCB + BiLSTM, WCB + CNN + BiLSTM และ WCB (4 Layers) + 

BiLSTM การประเมินประสิทธิภาพของแต่ละสถาปัตยกรรมใช้เทคนิค 5-Fold Stratified Cross-

Validation โดยมีตัวชี้วัดหลัก ได้แก่ Accuracy, F1-Score และ Area Under the Curve (AUC) 

Score เพ่ือประเมินผลในเชิงสถิติอย่างรอบด้าน 

การทดสอบโมเดลจะทํากับข้อความตัวอย่างที่มีลักษณะแตกต่างกัน เช่น ข้อความสั้น ข้อความ

ซับซ้อน หรือข้อความที่มีบริบทหลายชั้น เพื่อทดสอบความสามารถของโมเดลในการประมวลผลใน

สถานการณ์จริง ส่วนของการเผยแพร่และการประยุกต์ใช้งาน จะพัฒนาโมเดลที่พร้อมใช้งานจริงบน 

Hugging Face Model Hub พร้อม Interactive Demo ผ่าน Gradio Spaces และโค้ดภาษา 

Python เพื่อให้ผู้พัฒนาสามารถนําไปต่อยอดได้โดยตรง ทั้งนี้ ข้อจํากัดของการวิจัยอยู่ที่การจําแนก

แบบ 2 ระดับ (บวก/ลบ) เท่านั้น เพื่อเน้นความแม่นยําและการนําไปใช้งานเชิงปฏิบัติ การทดลอง

ท้ังหมดดําเนินบนสภาพแวดล้อม Google Colab และใช้ข้อมูลจากแหล่งเดียว 
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1.4 นิยามศัพท์เฉพาะ 

1.4.1  การวิเคราะห์ความรู้สึก (Sentiment Analysis) หมายถึง กระบวนการใช้เทคนิคการ

ประมวลผลภาษาธรรมชาติและการเรียนรู้ของเครื่องเพื่อระบุ แยกแยะ และจําแนกความรู้สึกหรือ

ทัศนคติท่ีแสดงออกในข้อความ 

1.4.2  WangchanBERTa หม า ย ถ ึ ง  Pre-trained Language Model ท ี ่ พ ั ฒ น า โ ด ย 

AIResearch บนพื้นฐานของสถาปัตยกรรม RoBERTa ที่ได้รับการฝึกอบรมเฉพาะกับข้อมูลภาษาไทย

ขนาดใหญ่กว่า 78GB เพ่ือให้เหมาะสมกับการประมวลผลภาษาไทยโดยเฉพาะ 

1.4.3  Bidirectional LSTM (BiLSTM) หมายถึง สถาปัตยกรรมโครงข่ายประสาทเทียมท่ี

ประมวลผลข้อมูลลําดับในทั้งสองทิศทาง (ไปและกลับ) พร้อมกัน เพื่อจับความสัมพันธ์และบริบทของ

ข้อมูลได้อย่างครอบคลุม โดยเฉพาะการจับ long-term dependencies ในข้อความ 

1.4.4  Convolutional Neural Network (CNN) หมายถึง สถาปัตยกรรมโครงข่ายประสาท

เทียมที่ใช้การดําเนินการ convolution เพื่อสกัดฟีเจอร์จากข้อมูล โดยสามารถจับ local patterns 

และ n-gram features ในข้อความได้อย่างมีประสิทธิภาพ 

1.4.5  Hugging Face หมายถึง แพลตฟอร์มสําหรับแบ่งปันและใช้งาน machine learning 

models โดยเฉพาะ natural language processing models ท่ีช่วยให้นักพัฒนาสามารถเข้าถึงและ

ใช้งานโมเดลได้ง่าย 

 

1.5 ประโยชน์ท่ีจะได้รับ 

1.5.1  ผลลัพธ์ของงานวิจัยสามารถนําไปประยุกต์ใช้ในการวิเคราะห์ความรู้สึกของข้อความ

ภาษาไทย เพ่ือสนับสนุนการทํางานในส่วน Back Office 

1.5.2  โมเดลท่ีพัฒนาข้ึนถูกเผยแพร่บน Hugging Face เพ่ือให้นักพัฒนาและผู้ท่ีสนใจสามารถ

นําไปต่อยอดและประยุกต์ใช้งานได้ 

 



 

 

 

 

 

บทที่ 2  
ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 

บทน้ีนําเสนอแนวคิด ทฤษฎี และเทคนิคด้านการประมวลผลภาษาธรรมชาติ (NLP) ท่ีเก่ียวข้อง

กับการจําแนกข้อความภาษาไทย โดยเนื้อหาครอบคลุมสถาปัตยกรรมโมเดลและเทคนิคที่จําเป็น

สําหรับการสร้างแบบจําลองเพ่ือวิเคราะห์และจําแนกข้อความ ดังน้ี 

 

2.1  การวิเคราะห์ความรู้สึกในภาษาไทย (Thai Sentiment Analysis) 

การวิเคราะห์ความรู ้ส ึก (Sentiment Analysis) เป็นสาขาหนึ ่งของการประมวลผล

ภาษาธรรมชาติ (Natural Language Processing: NLP) ที่มีความสําคัญอย่างมากในยุคดิจิทัล

ปัจจุบัน การพัฒนาระบบวิเคราะห์ความรู้สึกสําหรับภาษาไทยเป็นความท้าทายที่น่าสนใจเนื่องจาก

ภาษาไทยมีลักษณะเฉพาะท่ีแตกต่างจากภาษาอังกฤษอย่างมาก 

2.1.1  ความท้าทายของการวิเคราะห์ความรู้สึกภาษาไทย 

ภาษาไทยมีลักษณะเฉพาะหลายประการที ่ทําให้การวิเคราะห์ความรู ้สึกมีความซับซ้อน 

ประการแรก การไม่มีการเว้นวรรคระหว่างคํา (No Word Boundary) ทําให้การตัดคําเป็นปัญหา

พื้นฐานที่สําคัญ (Theeramunkong & Usanavasin, 2001) ประการที่สอง การมีระบบวรรณยุกต์ท่ี

ซับซ้อนและการใช้คําซํ้าเพื่อเน้นความหมาย ประการที่สาม การใช้คําย่อ คําสแลง และอักษรย่อท่ี

หลากหลายในส่ือสังคมออนไลน์ (Lowphansirikul et al., 2021) 

งานวิจัยของ Suriyawongkul et al. (2019) ชี้ให้เห็นว่าความท้าทายหลักของการวิเคราะห์

ความรู้สึกภาษาไทยประกอบด้วย (1) การขาดแคลนชุดข้อมูลที่มีคุณภาพและขนาดใหญ่ (2) ความ

หลากหลายของภาษาถิ่นและการใช้ภาษาในสื่อออนไลน์ (3) การผสมผสานระหว่างภาษาไทยและ

ภาษาอังกฤษในข้อความเดียวกัน และ (4) บริบททางวัฒนธรรมท่ีมีผลต่อการแสดงออกทางอารมณ์ 

2.1.2  วิวัฒนาการของวิธีการวิเคราะห์ความรู้สึกภาษาไทย 

การพัฒนาระบบวิเคราะห์ความรู้สึกภาษาไทยได้ผ่านการวิวัฒนาการจากวิธีการแบบด้ังเดิมไปสู่

วิธีการที่ทันสมัยมากขึ้น ในช่วงแรกๆ นักวิจัยใช้วิธีการแบบ Rule-based และ Lexicon-based โดย

อาศัยพจนานุกรมความรู้สึกภาษาไทยที่พัฒนาขึ้นเอง (Haruechaiyasak et al., 2013) แม้ว่าวิธีการ

เหล่านี้จะให้ผลลัพธ์ที่ตีความได้ง่าย แต่มีข้อจํากัดในการจัดการกับความซับซ้อนของภาษาธรรมชาติ

และการใช้ภาษาท่ีหลากหลายในส่ืองสังคมออนไลน์ 

ต่อมาการใช้วิธีการแบบ Machine Learning เริ ่มได้รับความนิยมมากขึ ้น Kulpanich & 

Thaiprayoon (2019) นําเสนอการใช้ Support Vector Machine (SVM) ร่วมกับเทคนิค feature 
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engineering ที่มีประสิทธิภาพสําหรับการวิเคราะห์ความรู้สึกจากข้อความรีวิวผลิตภัณฑ์ภาษาไทย 

โดยใช้ TF-IDF และ N-gram features ร่วมกับการประมวลผลเบ้ืองต้นท่ีเหมาะสมกับภาษาไทย 

2.1.3  การเข้าสู่ยุคของ Deep Learning 

การนําเทคนิค Deep Learning มาใช้ในการวิเคราะห์ความรู้สึกภาษาไทยเริ่มต้นจากการใช้ 

Recurrent Neural Networks (RNN) แ ล ะ  Long Short-Term Memory (LSTM) 

Limkonchotiwat et al. (2019) ได้แสดงให้เห็นว่า BiLSTM สามารถจับลําดับของคําและบริบทใน

ประโยคภาษาไทยได้ดีกว่าวิธีการแบบดั้งเดิม โดยเฉพาะในกรณีที่ข้อความมีโครงสร้างที่ซับซ้อนหรือมี

การใช้สํานวนท่ีต้องอาศัยบริบทในการตีความ 

ความก้าวหน้าที ่สําคัญเกิดขึ ้นเมื ่อ Transformer architecture ถูกนํามาประยุกต์ใช้กับ

ภาษาไทย โดยเฉพาะการพัฒนา Pre-trained Language Models ที่เฉพาะเจาะจงสําหรับภาษาไทย 

เช่น ThAIKer (Limkonchotiwat et al., 2022) และ WangchanBERTa (Lowphansirikul et al., 

2021) ซึ่งได้รับการฝึกอบรมบนข้อมูลภาษาไทยขนาดใหญ่และแสดงประสิทธิภาพที่ดีเยี่ยมในงาน 

downstream tasks ต่างๆ รวมถึงการวิเคราะห์ความรู้สึก 

 

2.2  โมเดล BERT และสถาปัตยกรรม Transformer 

2.2.1  รากฐานของ BERT Architecture 

Bidirectional Encoder Representations from Transformers (BERT) ท ี ่ พ ั ฒน า โ ดย 

Devlin et al. (2018) ได้ปฏิวัติวงการ Natural Language Processing ด้วยการนําเสนอแนวคิดการ

เร ียนร ู ้แบบสองทิศทาง (Bidirectional Learning) ผ่าน Transformer architecture BERT ใช้

เทคนิค Masked Language Modeling (MLM) และ Next Sentence Prediction (NSP) ในการ

ฝึกอบรมแบบ self-supervised learning บนข้อมูลขนาดใหญ่ 

สถาปัตยกรรมของ BERT ประกอบด้วยชั้น Transformer Encoder หลายชั้นที่ซ้อนกัน โดย

แต่ละช ั ้นม ี Multi-Head Self-Attention Mechanism และ Feed-Forward Networks การใช้ 

Self-Attention ช่วยให้โมเดลสามารถจับความสัมพันธ์ระหว่างคําในประโยคได้อย่างมีประสิทธิภาพ 

โดยไม่ข้ึนกับระยะห่างของคําในประโยค 

2.2.2  สูตรคณิตศาสตร์ของ Self-Attention Mechanism 

ภายในแต่ละ Transformer block (ดังแสดงในภาพที่ 2-1) จะประกอบด้วย Multi-Head 

Self-Attention Mechanism ท่ีมีการคํานวณดังน้ี:Query, Key, Value matrices: 

Q = XW^Q                                      (2-1) 

K = XW^K                                       (2-2)   
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V = XW^V                                       (2-3) 

Attention scores: 

Attention(Q,K,V) = softmax(QK^T/√d_k)V        (2-4) 

Multi-Head Attention: 

MultiHead(Q,K,V) = Concat(head_1,...,head_h)W^O    (2-5) 

head_i = Attention(QW_i^Q, KW_i^K, VW_i^V)      (2-6) 

โดยที่ X คือ input embeddings, W^Q, W^K, W^V คือ learned weight matrices, d_k 

คือ dimension ของ key vectors และ h คือจํานวน attention heads 

 

ภาพท่ี 2-1 สถาปัตยกรรม BERT base model  

(ภาพจาก: ResearchGate, 2023) 
 

จากภาพที่ 2-1 จะเห็นว่า BERT ประกอบด้วย 12 ชั้น Encoder ที่ซ้อนกัน โดยแต่ละช้ัน 

Encoder จะใช้กลไก Multi-Head Self-Attention ตามสูตร (2-1) ถึง (2-6) ข้างต้น เพ่ือประมวลผล 

contextual representations ของข้อความ โมเดลมี hidden size = 768 และสิ้นสุดด้วย linear 

layer และ softmax layer สําหรับการจําแนกประเภทข้อความ การไหลของข้อมูลเริ ่มจาก text 

input ผ่าน BERT transformer layers และผลิต output สําหรับงาน downstream tasks ต่างๆ 

2.2.3  ข้อดีของ Bidirectional Context 

ข้อดีหลักของ BERT คือการสามารถเรียนรู้จากบริบททั้งสองทิศทาง (left-to-right และ right-

to-left) พร้อมกัน ซึ่งแตกต่างจากโมเดลภาษาแบบดั้งเดิมที่อ่านข้อความทีละทิศทางเท่านั้น การ

เรียนรู้แบบสองทิศทางนี้ช่วยให้โมเดลเข้าใจบริบทของคําได้ดีกว่า โดยเฉพาะในกรณีที่ความหมายของ

คําข้ึนกับคําท่ีอยู่ท้ังข้างหน้าและข้างหลัง 
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2.2.4  การรวมข้อมูลจากหลายช้ันของ BERT 

Devlin et al. (2018) อธิบายว่าโครงสร้างของ BERT ประกอบด้วยหลายชั้น (layers) ซึ่งแต่

ละชั ้นมีหน้าที ่การเรียนรู ้ที ่แตกต่างกัน โดยชั ้นล่างของโมเดลจะเน้นการเรียนรู ้คุณลักษณะเชิง

โครงสร้าง (syntactic features) เช่น การจัดลําดับคําและความสัมพันธ์ทางไวยากรณ์ ชั้นกลางจะ

ผสมผสานข้อมูลทั้งเชิงโครงสร้างและเชิงความหมาย (semantic features) ขณะที่ชั้นบนสุดมุ่งเน้น

การเรียนรู้ความหมายเชิงบริบท (contextual semantic features) ดังนั้นการรวมข้อมูลจากหลาย

ชั้นพร้อมกันจะช่วยให้ได้ representation ที่ครอบคลุมและสมบูรณ์มากขึ้น เมื่อเทียบกับการใช้เพียง

ช้ันบนสุดหรือ CLS token อย่างเดียว 

Galal et al. (2024) ได้นําแนวคิดนี้มาพัฒนาเทคนิคการรวมข้อมูลจาก last four layers 

(layer 9-12) ของ BERT โดยใช้ weighted sum ซึ่งเป็นการกําหนดให้นํ้าหนัก (weight) ของแต่ละ 

layer สามารถเรียนรู้ได้เองจากการฝึกโมเดล ทําให้ระบบสามารถเลือกได้ว่า layer ใดมีความสําคัญ

มากที่สุดสําหรับการสร้าง representation ของข้อความ วิธีนี้ช่วยลดการสูญเสียข้อมูลสําคัญ และ

สามารถรักษาความสมดุลระหว่างข้อมูลเชิงโครงสร้างและความหมาย 

 

 
ภาพท่ี 2-2 การรวม hidden states จาก 4 ช้ันสุดท้ายของ BERT 

(ภาพจาก: Galal et al., 2024) 
 
2.3  WangchanBERTa สําหรับภาษาไทย 

2.3.1  ความจําเป็นของ Pre-trained Language Model สําหรับภาษาไทย 

การพัฒนา Pre-trained Language Models สําหรับภาษาไทยเป็นความจําเป็นเร่งด่วน 

เนื่องจาก BERT ดั้งเดิมถูกฝึกอบรมบนข้อมูลภาษาอังกฤษเป็นหลัก ทําให้มีประสิทธิภาพจํากัดสําหรับ

ภาษาไทย Lowphansirikul et al. (2021) ได ้ช ี ้ ให ้ เห ็นความแตกต่างระหว ่างภาษาไทยและ

ภาษาอังกฤษในด้านต่างๆ เช่น ระบบการเขียนที่ไม่มีการเว้นวรรค การมีระบบวรรณยุกต์ที่ซับซ้อน 

และโครงสร้างทางไวยากรณ์ท่ีแตกต่าง 



 

 

 

9 

 

 
 

2.3.2  สถาปัตยกรรมและการปรับปรุงของ WangchanBERTa 

WangchanBERTa เป็น RoBERTa-based model ที่ได้รับการพัฒนาโดย AIResearch โดย

การฝึกอบรมบนข้อมูลภาษาไทยขนาดใหญ่ 78.5 GB ที่รวบรวมจากแหล่งข้อมูลที่หลากหลาย รวมถึง 

Wikipedia ภาษาไทย, ข่าวจากสํานักข่าวในประเทศไทย, โพสต์และคอมเมนต์จากสื่อโซเชียลมีเดีย, 

ซับไตเติลจากโครงการ OpenSubtitles และข้อมูลจากการ crawl เว็บไซต์ต่างๆ ในประเทศไทย 

(Lowphansirikul et al., 2021) 

โมเดลนี้ถูกออกแบบมาเพื่อประมวลผลภาษาไทยโดยเฉพาะ โดยใช้สถาปัตยกรรม BERT 

(Bidirectional Encoder Representations from Transformers) ซ ึ ่ ง อ ย ู ่ ใ น กล ุ ่ ม  Encoder-

only จุดเด่นสําคัญของสถาปัตยกรรมนี้คือ Bidirectional Encoder ที่สามารถประมวลผลข้อความ

ได้จากทั ้ง ซ้ายไปขวา และ ขวาไปซ้าย พร้อมกัน ทําให้โมเดลเข้าใจ บริบท (context)และ

ความสัมพันธ์ของคําได้อย่างแม่นยํา เหมาะสําหรับงานด้าน Natural Language Understanding 

(NLU) เช่น การจําแนกข้อความ (Text Classification) และการวิเคราะห์ความคิดเห็น (Sentiment 

Analysis) 

ข้ันตอนการเตรียมข้อมูลและ Tokenization 

เนื่องจากภาษาไทยมีความซับซ้อน เช่น ไม่มีการเว้นวรรคระหว่างคํา, การสะกดแบบไม่เป็น

ทางการ (slang) และคําใหม่ที่เกิดขึ้นตลอดเวลา จึงต้องมีการเตรียมข้อมูลก่อนป้อนเข้าสู่โมเดล 

WangchanBERTa โดยใช้ SentencePiece Tokenizer ซึ่งถูกฝึกมาเฉพาะสําหรับภาษาไทยเพื่อให้

สามารถแบ่งค ําเป ็น subword หร ือ wordpiece ได ้แม ่นย ําย ิ ่ งข ึ ้น ช่วยแก ้ป ัญหา Out-of-

Vocabulary (OOV) และเพ่ิมประสิทธิภาพในการประมวลผลข้อความ 

การปรับปรุงท่ีสําคัญสําหรับภาษาไทยใน WangchanBERTa ได้แก่: 

1. SentencePiece Tokenizer – ปรับปรุงกระบวนการตัดคําให้เหมาะสมกับลักษณะเฉพาะ

ของภาษาไทย 

2. Vocabulary Expansion – เพิ่มขนาดและความครอบคลุมของคลังคํา (vocabulary) ให้

ครอบคลุมคําศัพท์ไทยได้มากย่ิงข้ึน 

3. Whole Word Masking – ใช้เทคนิค Whole Word Masking ที่ทําให้โมเดลเรียนรู้จากคํา

เต็ม (whole word) ไม่ใช่เพียงส่วนย่อยของคํา เหมาะสมกับโครงสร้างของภาษาไทย 
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สถาปัตยกรรมโมเดล 

 

ภาพท่ี 2-3 สถาปัตยกรรมของ WangchanBERTa  

(ภาพจาก: VisAI, 2025) 

โครงสร้างโมเดล WangchanBERTa ประกอบด้วย: 

• 12 ช้ัน Transformer Encoder 

• 12 Attention Heads 

• Hidden State ขนาด 768 

• พารามิเตอร์ท้ังหมดประมาณ 110 ล้านตัว 

• รองรับความยาวของข้อความสูงสุด 512 tokens 

วิธีการฝึกอบรม 

โมเดล WangchanBERTa ใช้เทคนิค Masked Language Modeling (MLM) ในการฝึกอบรม 

ซึ่งเป็นการสุ่มซ่อนบางคําในประโยคแล้วให้โมเดลทํานายคําที่หายไป โดย ไม่ใช้ Next Sentence 

Prediction (NSP) ตามแนวทางของ RoBERTa ซ่ึงพบว่าให้ประสิทธิภาพดีกว่า BERT ด้ังเดิม 

2.3.3  การประยุกต์ใช้ในงาน Sentiment Analysis 

ด้วยความสามารถในการเข้าใจบริบทของภาษาไทยอย่างลึกซึ้ง WangchanBERTa จึงเหมาะ

สําหรับงาน Sentiment Analysis เช่น การวิเคราะห์ความคิดเห็นของผู้ใช้จากรีวิวสินค้า บริการ หรือ

โพสต์บนสื่อสังคมออนไลน์ โดยโมเดลจะช่วยให้สามารถแยกประเภทความรู้สึกได้อย่างแม่นยํา 

เช่น เชิงบวก เชิงลบ หรือกลาง ๆ (Positive, Negative, Neutral) 
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2.4  Bidirectional LSTM 

2.4.1  ทฤษฎีพ้ืนฐานของ LSTM 

LSTM (Long Short-Term Memory) เป็นโครงข่ายประสาทเทียมแบบ Recurrent Neural 

Network (RNN) ท่ีถูกพัฒนาข้ึนเพ่ือแก้ปัญหาหลักของ RNN ด้ังเดิม ได้แก่ ปัญหาการหายไปของ 

กราดิเอนต์ (Vanishing Gradient Problem) และ ปัญหาการระเบิดของกราดิเอนต์ (Exploding 

Gradient Problem) ซึ่งเกิดขึ้นเมื่อโมเดลต้องเรียนรู้ข้อมูลลําดับ (Sequential Data) ที่มีความยาว

มาก เช่น ประโยคข้อความ การบันทึกเสียง หรือข้อมูลอนุกรมเวลา (Time Series) 

 
ภาพท่ี 2-4 โครงสร้างของ LSTM  

(ภาพจาก: baeldung, 2025) 

LSTM ประกอบด้วย 3 กลไกหลัก (Gates) ได้แก่ 

1. Forget Gate 

• ทําหน้าท่ีตัดสินใจว่าจะ "ลืม" ข้อมูลใดใน Memory Cell 

• ใช้ค่า Sigmoid Activation Function เพ่ือให้ผลลัพธ์อยู่ระหว่าง 0 ถึง 1 

• ค่าใกล้ 0 หมายถึง ลืมข้อมูล, ค่าใกล้ 1 หมายถึง เก็บข้อมูลไว้ 

2. Input Gate 

• กําหนดว่าข้อมูลใหม่ใดควรถูกเพ่ิมเข้ามาใน Memory Cell 

• ใช้ Sigmoid เพ่ือระบุว่าข้อมูลควรถูกเพ่ิมหรือไม่ และ Tanh เพ่ือสร้างค่าท่ีจะเก็บ 
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3. Output Gate 

• ตัดสินใจว่าข้อมูลใดจาก Memory Cell จะถูกส่งออกไปยังช้ันถัดไป 

• ช่วยให้ LSTM สามารถนําข้อมูลท่ีจําเป็นไปใช้งานได้อย่างเหมาะสม 

สูตรคณิตศาสตร์ของ LSTM 

f_t = σ(W_f · [h_{t-1}, x_t] + b_f)        (2-7)  # Forget gate 

i_t = σ(W_i · [h_{t-1}, x_t] + b_i)  (2-8)  # Input gate   

C̃_t = tanh(W_C · [h_{t-1}, x_t] + b_C)  (2-9)  # Candidate values 

C_t = f_t * C_{t-1} + i_t * C̃_t           (2-10) # Cell state 

o_t = σ(W_o · [h_{t-1}, x_t] + b_o)     (2-11) # Output gate 

h_t = o_t * tanh(C_t)                 (2-12) # Hidden state 

โดยท่ี σ คือ sigmoid function, W คือ weight matrices, b คือ bias vectors 

2.4.2  ลักษณะของ Bidirectional LSTM 

เป็นการพัฒนาโครงข่าย LSTM แบบด้ังเดิม โดยเพ่ิมความสามารถในการประมวลผลข้อมูลจาก

ทั้งสองทิศทางพร้อมกัน คือ Forward LSTM ที่ประมวลผลข้อมูลจากจุดเริ ่มต้นไปยังจุดสิ ้นสุด 

และ Backward LSTM ที่ประมวลผลจากจุดสิ ้นสุดย้อนกลับไปยังจุดเริ ่มต้น วิธีนี ้ช่วยให้โมเดล

สามารถเร ียนรู้ บร ิบท (context) ได ้อย ่างสมบูรณ์มากข ึ ้น โดยเฉพาะในงานประมวลผล

ภาษาธรรมชาติ (Natural Language Processing: NLP) เช่น การวิเคราะห์ความรู้สึก (Sentiment 

Analysis) การจําแนกประเภทข้อความ (Text Classification) และการแปลภาษา (Machine 

Translation) ในการทํางาน BiLSTM จะรวมผลลัพธ์จากทั้งสองทิศทางเข้าด้วยกัน เช่น การเชื่อมต่อ

แบบ Concatenation หรือ การรวมแบบเฉลี่ย (Average) ก่อนจะส่งต่อไปยังชั้นถัดไป เช่น Dense 

Layer หรือ Softmax เพ่ือทําการพยากรณ์ 

 

 
 

ภาพท่ี 2-5 โครงสร้างของ LSTM แบบสองทิศทาง (Bidirectional LSTM) 

(ภาพจาก: baeldung, 2025) 
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จากรูปที ่ 2-5 จะเห็นว่า Bidirectional LSTM ประกอบด้วยชั ้น LSTM สองชั ้นที ่ทํางาน

แยกกัน โดย forward layer ประมวลผลจาก X_{t-1} ไป X_T และ backward layer ประมวลผล

จาก X_T ไป X_{t-1} ผลลัพธ์จากท้ังสองทิศทางจะถูกรวมเข้าด้วยกันเป็น output สุดท้าย 

สูตรสําหรับ Bidirectional LSTM: 

→h_t = LSTM_forward(x_t, →h_{t-1})           (2-13) 

←h_t = LSTM_backward(x_t, ←h_{t+1})        (2-14) 

h_t = [→h_t; ←h_t]                             (2-15) 

โดยที ่ →h_t และ ←h_t คือ hidden states จากทิศทาง forward และ backward 

ตามลําดับ 

2.4.3  ข้อดีและข้อเสียของ Bidirectional LSTM 

ข้อดี: 

1. บริบทสมบูรณ์: สามารถเรียนรู้จากข้อมูลท้ังอดีตและอนาคต 

2. ประสิทธิภาพสูง: ให้ผลลัพธ์ท่ีดีกว่าในงาน classification tasks 

3. การเข้าใจบริบท: เหมาะสําหรับงานท่ีความหมายข้ึนกับบริบทท้ังสองทาง 
ข้อเสีย: 

1. ความซับซ้อน: ใช้ทรัพยากรมากกว่า unidirectional LSTM 

2. เวลาประมวลผล: ต้องใช้เวลาในการฝึกอบรมมากกว่า 
3. Real-time limitations: ไม่เหมาะสําหรับงานท่ีต้องการผลลัพธ์แบบ real-time 

 

2.5  Convolutional Neural Networks สําหรับ Text Classification 

2.5.1  หลักการพ้ืนฐานของ CNN สําหรับข้อความ 

Convolutional Neural Networks (CNN) ที่เดิมได้รับการพัฒนาสําหรับการประมวลผลภาพ 

ได้ถูกนํามาประยุกต์ใช้กับงานประมวลผลภาษาธรรมชาติอย่างมีประสิทธิภาพ งานของ Kim (2014) 

เป็นหนึ่งในงานแรกที่แสดงให้เห็นว่า CNN สามารถเรียนรู้ local features และ n-gram patterns 

ได้อย่างมีประสิทธิภาพ 
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ภาพท่ี 2-6 สถาปัตยกรรม CNN สําหรับ Text Classification 

(ภาพจาก: PJJOP, 2025) 

2.5.2  สูตรคณิตศาสตร์ของ CNN สําหรับข้อความ 

กระบวนการพ้ืนฐานเร่ิมจากการแปลงข้อความให้เป็นลําดับเวกเตอร์ของคํา (word embeddings): 

X = [x_1, x_2, ..., x_n]                     (2-16) 

จากน้ัน CNN จะประมวลผลด้วย 1D convolution เพ่ือดึงคุณลักษณะจากลําดับเวกเตอร์: 

C_i = f(W * X_{i:i+h-1} + b)                  (2-17) 

ค่าผลลัพธ์ท้ังหมดจะถูกรวมเป็น feature map: 

Feature_map = [C_1, C_2, ..., C_{n-h+1}]     (2-18) 

Max Pooling Operation: 

pooled_feature = max(Feature_map)              (2-19) 

โดยท่ี: 

• W คือ filter weights 

• h คือ filter size 

• f คือ activation function 

• C_i คือค่าท่ีได้หลัง convolution ของตําแหน่งท่ี i 

2.5.3  ข้อดีของ CNN ในงาน Sentiment Analysis 

1. Local Pattern Recognition: CNN สามารถจับ local patterns และ n-gram features 

ได้ดี  

2. Translation Invariance: สามารถจับ patterns ได้โดยไม่ข้ึนกับตําแหน่งในข้อความ  

3. Computational Efficiency: ประมวลผลเร็วกว่า RNN-based models  

4. Multiple Filter Sizes: สามารถใช้ filter หลายขนาดเพ่ือจับ patterns ท่ีหลากหลาย 
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2.6  Loss Functions และ Weighted Cross Entropy 

2.6.1  ปัญหาของข้อมูลท่ีไม่สมดุล 

ในงาน sentiment analysis ข้อมูลมักจะมีการกระจายที่ไม่สมดุล (imbalanced dataset) 

ซึ่งหมายความว่าบางคลาสมีข้อมูลมากกว่าคลาสอื่นๆ อย่างมีนัยสําคัญ การใช้ Cross Entropy Loss 

แบบปกติอาจทําให้โมเดลเอนเอียงไปยังคลาสท่ีมีข้อมูลมากกว่า 

2.6.2  Weighted Cross Entropy Loss 

Weighted Cross Entropy เป็นการปรับปรุง standard cross entropy โดยการให้น้ําหนักท่ี

แตกต่างกันสําหรับแต่ละคลาส: 

Standard Cross Entropy: 

CE = -∑(y_i * log(ŷ_i))                       (2-20) 

Weighted Cross Entropy: 

WCE = -∑(w_i * y_i * log(ŷ_i))              (2-21) 

โดยท่ี w_i คือน้ําหนักสําหรับคลาส i 

2.6.3  การคํานวณน้ําหนัก 

วิธีในการคํานวณน้ําหนัก: 

1. Inverse Frequency Weighting: 

w_i = n_total / (n_classes * n_i)            (2-22) 

2. Effective Number of Samples: 

w_i = (1 - β) / (1 - β^{n_i})                (2-23) 

โดยท่ี: 

• n_total คือจํานวนตัวอย่างท้ังหมด 

• n_classes คือจํานวนคลาสท้ังหมด 

• n_i คือจํานวนตัวอย่างในคลาส i 

• β คือ hyperparameter (มักใช้ 0.9 หรือ 0.99) 

 

2.6.4  ข้อดีของ Weighted Cross Entropy 

1. Balance Learning: ช่วยให้โมเดลเรียนรู้จากคลาสท่ีมีข้อมูลน้อยได้ดีข้ึน  

2. Improved Minority Class Performance: เพิ่มประสิทธิภาพในการจําแนกคลาสที่มีข้อมูล

น้อย  

3. Flexible Weighting: สามารถปรับน้ําหนักได้ตามความสําคัญของแต่ละคลาส  
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4. Better Generalization: ลดการ overfitting ต่อคลาสท่ีมีข้อมูลมาก 

 

2.7  การประเมินผลและ K-Fold Cross Validation 

2.7.1  ความสําคัญของการประเมินผลท่ีเหมาะสม 

การประเมินผลโมเดลสําหรับงานวิเคราะห์ความรู ้สึกจําเป็นต้องใช้ตัวชี ้วัด (metrics) ท่ี

หลากหลาย เพ่ือให้ได้มุมมองท่ีครบถ้วนเก่ียวกับประสิทธิภาพของโมเดล โดยเฉพาะอย่างย่ิงเม่ือข้อมูล

มีการกระจายไม่สมดุล (imbalanced data) หากพิจารณาเพียง Accuracy อย่างเดียวอาจทําให้เกิด

ความเข้าใจคลาดเคล่ือน 

Accuracy เป็นตัวชี้วัดพื้นฐานที่ใช้วัดสัดส่วนของการทํานายที่ถูกต้องทั้งหมด แต่ Brodersen 

et al. (2010) ชี้ให้เห็นว่า หากข้อมูลมีการกระจายไม่สมดุล โมเดลอาจมีแนวโน้มทํานายเฉพาะคลาส

ที่มีข้อมูลมากกว่า ส่งผลให้ค่า Accuracy ดูสูง แต่จริง ๆ แล้วโมเดลไม่ได้เข้าใจหรือตรวจจับคลาสที่มี

ข้อมูลน้อยได้ดี ดังน้ันจึงควรใช้ metrics อ่ืน เช่น Precision, Recall, F1-score หรือ ROC-AUC ร่วม

ด้วย เพ่ือประเมินประสิทธิภาพของโมเดลได้รอบด้านมากข้ึน. 

2.7.2  เมทริกซ์การประเมินผล 

Precision, Recall และ F1 Score 

Precision = TP / (TP + FP)                     (2-24) 

Recall = TP / (TP + FN)                        (2-25) 

F1-Score = 2 × (Precision × Recall) / (Precision + Recall)    (2-26) 

F1-Score เป็นค่าที่ผสมระหว่าง Precision และ Recall เข้าด้วยกัน เพื่อสะท้อนความสมดุล

ระหว่างความถูกต้องในการทํานาย (Precision) และความครอบคลุมของการทํานาย (Recall) เหมาะ

สําหรับกรณีที ่ต้องการวัดประสิทธิภาพของโมเดลในข้อมูลที ่อาจไม่สมดุล แต่ยังคงมุ ่งเน้นการ

ประเมินผลภาพรวมของแต่ละคลาสโดยตรง หลายงานวิจัยด้าน Sentiment Analysis (เช่น Yang et 

al., 2019) แนะนําให้ใช้ F1-Score เป็นเมทริกซ์หลัก เนื่องจากสะท้อนประสิทธิภาพโดยรวมได้ดีกว่า 

Accuracy เม่ือข้อมูลไม่สมดุล 

2.7.3  K-Fold Cross Validation 

K-Fold Cross Validation เป็นเทคนิคมาตรฐานในการประเมินโมเดล โดยแบ่งข้อมูลออกเป็น 

k ส่วนเท่าๆ กัน และใช้ k-1 ส่วนสําหรับการฝึกอบรม และ 1 ส่วนสําหรับการทดสอบ มีการใช้ k-fold 

cross-validation เป็นมาตรฐานในการประเมินโมเดล Kohavi (1995) ได้แสดงให้เห็นว่า 5-fold 

หรือ 10-fold cross-validation ให้การประมาณท่ีเช่ือถือได้สําหรับประสิทธิภาพของโมเดล 
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ภาพท่ี 2-7 การทํางานของ K-Fold Cross Validation  

(ภาพจาก: datacamp, 2024) 

สูตรการคํานวณ 

CV_Score = (1/k) × ∑(Score_i)                 (2-28) 

CV_Std = √[(1/k) × ∑(Score_i - CV_Score)²]    (2-29) 

Stratified Sampling สําหรับข้อมูลที่ไม่สมดุล การใช้ stratified sampling เป็นสิ่งจําเป็น 

เพ่ือให้แต่ละ fold มีสัดส่วนของคลาสท่ีเหมือนกับข้อมูลต้นฉบับ Sechidis et al. (2011) ได้พิสูจน์ว่า

วิธีน้ีให้การประมาณท่ีดีกว่าการสุ่มแบบท่ัวไป 

2.7.4  การป้องกัน Overfitting 

Early Stopping เทคนิค early stopping ช่วยป้องกัน overfitting โดยการหยุดการฝึกอบรม

เมื่อประสิทธิภาพบนชุดข้อมูลตรวจสอบไม่มีการปรับปรุง Prechelt (1998) ได้แสดงให้เห็นว่า early 

stopping เป็นเทคนิค regularization ท่ีมีประสิทธิภาพ 

Dropout และ Weight Decay การใช้ dropout และ weight decay เป็นเทคนิคมาตรฐาน

ในการป้องกัน overfitting Srivastava et al. (2014) ได้พิสูจน์ประสิทธิภาพของ dropout ในการ

ปรับปรุงการ generalize ของโมเดล 

 

2.8  งานวิจัยท่ีเก่ียวข้อง 

Suraratchai & Phoomvuthisarn (2024) ได้พัฒนาโมเดลแบบ Parallel Hybrid โดยนํา 

WangchanBERTa มาผสมผสานกับสถาปัตยกรรม CNN และ BiLSTM ในรูปแบบต่างๆ 3 แนวทาง 

ได้แก่ CNN เชื่อมต่อกับ BiLSTM, BiLSTM เชื่อมต่อกับ CNN และ Parallel Hybrid ที่ CNN และ 

BiLSTM ประมวลผลคู่ขนานแล้วรวมผลลัพธ์เข้าด้วยกัน ผู้วิจัยใช้ชุดข้อมูล Wisesight Sentiment 
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Corpus ที่มี 4 คลาส (Positive, Negative, Neutral, Question) จํานวน 26,676 ข้อความ และ 

Thai Children's Tales dataset จํานวน 1,115 ข้อความ โดยแบ่งข้อมูลด้วยอัตราส่วน train-

validation-test เป็น 60:20:20 และประเมินประสิทธิภาพด้วย macro F1-score และ accuracy 

ผลการทดลองพบว่า Parallel Hybrid architecture ให้ผลลัพธ์ดีที่สุดด้วยค่า macro F1 สูงสุดท่ี 

0.6270 รองลงมาคือ CNN-BiLSTM ที่ได้ค่า macro F1 = 0.6123 และ BiLSTM-CNN ที่ได้ค่า 

macro F1 = 0.6057 ข้อดีของงานน้ีคือโมเดล Parallel Hybrid สามารถจัดการกับข้อความท่ีมีความ

ยาวแตกต่างกันได้ดีและการใช้ WangchanBERTa ช่วยให้มีความเข้าใจบริบทภาษาไทยได้ดีขึ้น แต่

ข้อเสียคือโมเดลมีความซับซ้อนสูงทําให้ใช้ทรัพยากรการคํานวณมากและประสิทธิภาพท่ีได้ยังคงมีห้อง

สําหรับการปรับปรุง 

Khamphakdee & Seresangtakul (2023) ได้เปรียบเทียบประสิทธิภาพของเทคนิค word 

embedding ต ่างๆ  รวมถ ึ ง  Word2Vec (CBOW และ  sk ip-gram),  FastText และ 

WangchanBERTa ร่วมกับโมเดลการเรียนรู้เชิงลึก 9 แบบ ได้แก่ CNN, LSTM, BiLSTM, GRU, 

BiGRU, CNN-LSTM, CNN-BiLSTM, CNN-GRU และ CNN-BiGRU สําหรับการวิเคราะห์ความรู้สึก

ในโดเมนโรงแรม ผู้วิจัยสร้างชุดข้อมูลรีวิวโรงแรมภาษาไทยจํานวน 22,018 รายการ แบ่งเป็น 

positive 11,086 รายการ และ negative 10,932 รายการ โดยแบ่งข้อมูลด้วยอัตราส่วน train-

validation-test เป็น 70:15:15 และประเมินผลด้วย accuracy, precision, recall และ F1-score 

ผลการศึกษาพบว่า WangchanBERTa ให้ประสิทธิภาพดีที่สุดด้วย accuracy สูงสุดที่ 92.25%, 

precision 92.04%, recall 92.91% และ F1-score 92.47% ซึ่งเหนือกว่าการผสมผสานระหว่าง 

CNN กับ Word2Vec skip-gram ที่ได้ accuracy 91.70% และ XML-RoBERTa ที่ได้ accuracy 

91.95% ในขณะที่ multilingual BERT มีประสิทธิภาพตํ่ามากด้วย accuracy เพียง 75.45% ข้อดี

ของงานนี้คือการใช้ WangchanBERTa ที่ได้รับการฝึกอบรมเฉพาะกับข้อมูลภาษาไทยแสดงให้เห็น

ประสิทธิภาพที่ดีกว่า multilingual models อย่างมีนัยสําคัญและการประมวลผลข้อมูลด้วย 

PyThaiNLP สามารถปรับปรุงประสิทธิภาพได้ประมาณ 2% แต่ข้อเสียคืองานวิจัยเน้นเฉพาะ binary 

classification และการใช้ข้อมูลเฉพาะในโดเมนโรงแรมทําให้โมเดลอาจไม่สามารถ generalize ได้ดี

ในโดเมนอ่ืนๆ 

Galal et al. (2024) ได้ทําการศึกษาแนวทางใหม่ในการสร้าง sentence embedding 

สําหรับงานจําแนกข้อความ (text classification) โดยมุ่งเน้นท่ีการปรับปรุงวิธีการดึงข้อมูลจากหลาย

ชั้นของ BERT เพื่อให้ได้ representation ที่มีคุณภาพสูงขึ้น โดยผู้วิจัยได้เสนอแนวคิด Last-4 

Weighted Layer ซึ่งดึงข้อมูลจาก 4 ชั้นสุดท้าย (layer 9–12) ของ BERT มารวมกัน โดยให้นํ้าหนัก

แต่ละชั้นสามารถเรียนรู้ได้เองผ่านกระบวนการฝึกโมเดล จากนั้น representation ดังกล่าวจะถูกส่ง

ต่อไปยังขั้นตอนจําแนกประเภท ชุดข้อมูลที่ใช้ในการทดลองครอบคลุมหลายโดเมน เช่น sentiment 
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analysis และ sarcasm detection เพื่อประเมินความสามารถของเทคนิคที่นําเสนอ ผลการทดลอง

พบว่า Last-4 Weighted Layer สามารถเพิ่มประสิทธิภาพของโมเดลได้ดีกว่าวิธีดั้งเดิมอย่างชัดเจน 

เช่น mean pooling หรือการใช้ CLS token แบบเดิม โดยเฉพาะในงาน sarcasm detection ค่า 

F1-score ของโมเดลเพ่ิมข้ึนเป็น 64.41% ซ่ึงสูงกว่าผลลัพธ์ของวิธีพ้ืนฐานประมาณ 3-4% นอกจากน้ี

ยังพบว่าเทคนิคนี้ช่วยให้โมเดลมีความเสถียรมากขึ้นและสามารถ generalize ได้ดีขึ้นเมื่อทดสอบกับ

ชุดข้อมูลจากหลายประเภท ผู้วิจัยยังได้เสนอกรอบแนวคิดการรวมหลายช้ันแบบอ่ืน เช่น P-SUM และ 

H-SUM เพ่ือเปรียบเทียบผลการทดลอง แต่จากผลการประเมิน พบว่าแนวทางการรวมแบบขนานด้วย 

Last-4 Weighted Layer มีประสิทธิภาพสูงกว่าและมีความซับซ้อนของโมเดลตํ่ากว่า เหมาะสําหรับ

นําไปประยุกต์ใช้งานจริงในงานจําแนกข้อความ โดยเฉพาะงาน sentiment analysis และงานท่ี

ต้องการ contextual representation คุณภาพสูง 

Lehečka et al. (2020) ได้พัฒนา pooling layer architecture ท่ีวางอยู่บน BERT models 

เพื่อปรับปรุงคุณภาพการจําแนกประเภทในงาน Large-scale Multi-label Text Classification 

(LMTC) โดยการรวมข้อมูลจาก standard [CLS] token กับ pooled sequence output ที่ได้จาก

การประมวลผลทั้งลําดับของข้อความ ผู้วิจัยใช้ชุดข้อมูล Wikipedia ในสามภาษาที่แตกต่างกัน โดยใช้ 

pre-trained BERT models ที่เปิดเผยต่อสาธารณะและทดสอบการผสมผสานระหว่าง max 

pooling และ mean pooling ในรูปแบบต่างๆ การประเมินผลใช้เมทริกส์มาตรฐานสําหรับ multi-

label classification ผลการทดลองพบว่าการผสมผสานข้อมูลจาก max pooling และ mean 

pooling ให้การปรับปรุงประสิทธิภาพที่สูงที่สุดเมื่อเปรียบเทียบกับการใช้ [CLS] token เพียงอย่าง

เดียว ข้อดีของงานนี้คือแสดงให้เห็นว่าการใช้ข้อมูลจาก sequence output ทั้งหมดร่วมกับ [CLS] 

token สามารถปรับปรุงประสิทธิภาพในงาน large-scale classification ได้และวิธีการนี้สามารถ

ประยุกต์ใช้กับ BERT models ที่มีอยู่โดยไม่ต้องการการฝึกอบรมใหม่ แต่ข้อเสียคืองานวิจัยไม่ได้

ทดสอบกับโดเมนอื่นๆ นอกเหนือจาก Wikipedia และไม่มีการศึกษาเปรียบเทียบกับ state-of-the-

art models อ่ืนๆ ในช่วงเวลาน้ัน 

Innork et al. (2023) ได้ทําการศึกษาเปรียบเทียบโมเดล multi-class sentiment 

classification สําหรับรีวิวลูกค้าโรงแรมโดยใช้ BERT model สําหรับการวิเคราะห์ความรู้สึกใน

ข้อความภาษาไทย ผู้วิจัยใช้ชุดข้อมูลรีวิวโรงแรมภาษาไทยและประยุกต์ใช้เทคนิค deep learning 

ต่างๆ รวมถึงการ fine-tuning BERT model เพื่อให้เหมาะสมกับงาน sentiment classification 

ในโดเมนโรงแรม การประเมินผลใช้ accuracy และ F1-score เป็นหลัก ผลการทดลองแสดงให้เห็น

ว่า BERT model ให้ประสิทธิภาพที่ดีเยี่ยมด้วย accuracy ที่ 89.31% และ F1-score ที่ 89.43% 

ซึ่งสูงกว่างานวิจัยก่อนหน้านี้ในโดเมนเดียวกัน ข้อดีของงานนี้คือการนําเสนอวิธีการที่มีประสิทธิภาพ

สูงในการวิเคราะห์ความรู้สึกสําหรับอุตสาหกรรมการท่องเที่ยวและโรงแรม และผลลัพธ์ที่ได้สามารถ
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ช่วยผู้ประกอบการในการตอบสนองต่อผลเสริมของลูกค้า แต่ข้อเสียคืองานวิจัยเน้นเฉพาะโดเมน

โรงแรมและอาจไม่สามารถประยุกต์ใช้ได้ดีกับโดเมนอ่ืนๆ โดยตรง 

Talaat (2023) ได้ศึกษาการพัฒนาระบบ sentiment analysis classification ที่ใช้ hybrid 

BERT models โดยการผสมผสาน DistilBERT และ RoBERTa กับ BiGRU และ BiLSTM layers 

เพื่อเพิ่มความสามารถในการจับลําดับและความสัมพันธ์ของข้อความ ผู้วิจัยทดลอง 4 สถาปัตยกรรม

หลัก ได้แก่ DistilBERT+BiGRU, DistilBERT+BiLSTM, RoBERTa+BiGRU และ RoBERTa+BiLSTM 

โดยทดสอบทั้งกรณีที่มี emoji และไม่มี emoji ในข้อความ ชุดข้อมูลที่ใช้ประกอบด้วย Twitter 

sentiment datasets และ IMDB movie reviews รวมประมาณ 50,000 samples การประเมินผล

ใช้ accuracy, precision, recall และ F1-score โดยเปรียบเทียบกับ classical machine learning 

methods และ individual pre-trained models ผลการทดลองพบว่า RoBERTa+BiGRU ให้

ประสิทธิภาพที่ดีที่สุดโดยได้ accuracy 94.2% และ F1-score 0.941 สําหรับข้อมูลที่ไม่มี emoji 

ขณะที่ DistilBERT+BiLSTM เหมาะสมกับข้อมูลที่มี emoji โดยได้ F1-score 0.923 การใช้ BiGRU 

แสดงประสิทธิภาพท่ีดีกว่า BiLSTM ในการประมวลผล short text sequences 

Chaisen et al. (2024) ได้นําเสนอ zero-shot interpretable sentiment analysis 

framework ที่ผสมผสาน sentiment polarity extraction กับ WangchanBERTa model เพ่ือ

วิเคราะห์ความรู้สึกภาษาไทยโดยไม่ต้องการข้อมูลฝึกอบรมเฉพาะด้าน ผู้วิจัยพัฒนาระบบที่สามารถ

ระบุและสกัด sentiment polarity จากข้อความได้อย่างอัตโนมัติ โดยใช้เทคนิค attention 

mechanism เพื่อเพิ่มความสามารถในการตีความผลลัพธ์ ชุดข้อมูลที่ใช้ทดสอบประกอบด้วย Thai 

social media posts จํานวน 12,500 รายการจากแพลตฟอร์มต่างๆ รวมถึง Twitter และ 

Facebook การประเมินผลใช้ accuracy, F1-score และ interpretability metrics โดย

เปรียบเทียบกับ baseline models ผลการทดลองแสดงให้เห็นว่า framework ที่นําเสนอสามารถให้ 

accuracy ที่ 82.3% และ macro F1-score ที่ 0.791 โดยไม่ต้องการ domain-specific training 

data ข้อได้เปรียบสําคัญคือความสามารถในการอธิบายเหตุผลของการจําแนก sentiment ผ่าน 

attention visualization ซ่ึงช่วยให้ผู้ใช้เข้าใจการทํางานของโมเดลได้ดีข้ึน 

Boquio & Naval Jr. (2024) ได้ศึกษาการใช้ hybrid multi-layer pooled representations 

จาก BERT สําหรับงาน automated essay scoring โดยออกจากแนวทาง canonical fine-tuning 

แบบดั้งเดิม ผู้วิจัยเสนอการรวม representations จากหลายชั้นของ BERT ผ่านเทคนิค hybrid 

pooling strategy ท่ีผสมผสานระหว่าง weighted averaging และ attention-based aggregation 

เพื่อจับข้อมูลจากระดับ linguistic abstraction ที่แตกต่างกัน ชุดข้อมูลที่ใช้คือ ASAP Automated 

Essay Scoring dataset ซึ่งประกอบด้วยเรียงความของนักเรียนจํานวน 12,978 ฉบับ แบ่งออกเป็น 

8 prompt sets การประเมินผลใช้ Quadratic Weighted Kappa (QWK) score เป็นหลัก ร่วมกับ 
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Pearson correlation และ Spearman correlation ผลการทดลองพบว่า hybrid multi-layer 

pooling ให้ผลลัพธ์ที ่ดีกว่า standard BERT fine-tuning โดยได้ QWK score เฉลี ่ย 0.764 

เปรียบเทียบกับ 0.731 ของ baseline BERT การใช้ weighted combination ของ layers 6-12 

แสดงประสิทธิภาพท่ีดีท่ีสุด โดยเฉพาะสําหรับ essays ท่ีมีความยาวและความซับซ้อนสูง 
 



 

 

 

 

 

บทที่ 3  
วิธีดําเนินการวิจัย 

3.1 ภาพรวมของการวิจัย (Overview of Research Process) 

การว ิจ ัยน ี ้ เป ็นการว ิจ ัยเช ิงประย ุกต ์ (Applied Research) และการว ิจ ัยเช ิงทดลอง 

(Experimental Research) ที่มุ่งเน้นการพัฒนาโมเดลการเรียนรู้เชิงลึก (Deep Learning) สําหรับ

การวิเคราะห์ความรู้สึกในข้อความภาษาไทย โดยประยุกต์ใช้เทคนิค Bidirectional LSTM ร่วมกับ 

WangchanBERTa เพื่อเพิ่มความสามารถในการจับความสัมพันธ์และบริบทของข้อความ งานวิจัยใช้

แนวทางการเรียนรู้แบบมีการดูแล (Supervised Learning) ในการจําแนกประเภทความรู้สึกเป็น 2 

ระดับ คือ ความรู้สึกเชิงบวก (Positive Sentiment) และความรู้สึกเชิงลบ (Negative Sentiment) 

การดําเนินการวิจัยคร้ังน้ีอาศัยกรอบแนวคิดการพัฒนาโมเดลแบบเปรียบเทียบ (Comparative 

Model Development) โดยใช้วิธีการวิจัยเชิงปริมาณ (Quantitative Research Approach) ใน

การวัดและเปรียบเทียบประสิทธิภาพของโมเดลต่างๆ ผ่านตัวชี้วัดทางสถิติที่เป็นมาตรฐานในงานวิจัย

ด้านการประมวลผลภาษาธรรมชาติ 

 

 
ภาพท่ี 3-1 กรอบแนวคิดของงานวิจัย 

 

จากภาพที ่ 3-1 แสดงการดําเนินการวิจ ัยโดยแบ่งออกเป็น 5 ขั ้นตอนหลัก ได้แก่ (1) 

แหล ่งข ้อม ูลและการเตร ียมข ้อม ูล (Data Source & Preprocessing) (2) การส ํารวจข ้อมูล 

(Exploratory Data Analysis) (3) การพัฒนาโมเดล (Model Development) (4) การประเมินผล 

(Model Evaluation) และ (5) การเผยแพร่โมเดล (Model Deployment) โดยแต่ละข้ันตอนมีความ

เช่ือมโยงและส่งผลต่อกันอย่างต่อเน่ือง 

งานวิจัยนี้พัฒนาและทดสอบสถาปัตยกรรมโมเดลที่แตกต่างกัน 4 แบบ บนชุดข้อมูลเดียวกัน 

และใช้เทคนิค 5-Fold Stratified Cross-validation เพื ่อให้ได้ผลการประเมินที ่เชื ่อถือได้และ

สามารถเปรียบเทียบได้อย่างเป็นธรรม การเปรียบเทียบสถาปัตยกรรมต่างๆ มีวัตถุประสงค์เพื่อหา

โมเดลที่เหมาะสมที่สุดสําหรับการจําแนกความรู้สึกภาษาไทย โดยเฉพาะการศึกษาประสิทธิภาพของ

การประยุกต์ใช้ BiLSTM และสถาปัตยกรรมอ่ืนๆ ในการปรับปรุงความสามารถของโมเดล 
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นอกจากการพัฒนาโมเดลแล้ว การวิจัยครั้งนี้ยังรวมถึงการทดลองการประยุกต์ใช้งานจริง 

(Practical Application Testing) โดยนําโมเดลที่ได้ผลดีที่สุดมาพัฒนาเป็นระบบสาธิตที่สามารถรับ

ข้อความและให้ผลการวิเคราะห์ความรู้สึกได้ การทดลองนี้มีจุดประสงค์เพื่อประเมินความเป็นไปได้ใน

การนําโมเดลไปใช้งานจริง และเผยแพร่สู ่ชุมชนนักพัฒนาผ่าน Hugging Face Platform เพื่อให้

สามารถเข้าถึงและนําไปประยุกต์ใช้ได้โดยไม่เสียค่าใช้จ่าย 

 

3.2  แหล่งข้อมูลและการเตรียมข้อมูล (Data Source & Preprocessing) 

3.2.1  แหล่งข้อมูล (Data Source) 

การวิจ ัยครั ้งนี ้ใช ้ช ุดข้อมูล Wisesight Sentiment Corpus ซึ ่งเป็นชุดข้อมูลความรู ้ สึก

ภาษาไทยที่ได้รับการพัฒนาโดยบริษัท Wisesight (Thailand) Co., Ltd. ร่วมกับชุมชนนักวิจัยด้าน

การประมวลผลภาษาธรรมชาติ ชุดข้อมูลนี้ประกอบด้วยข้อความภาษาไทยจากสื่อสังคมออนไลน์

ต่างๆ รวมทั้งสิ้น 26,737 ข้อความ โดยแต่ละข้อความได้รับการจําแนกความรู้สึกเป็น 4 ประเภท 

ได้แก่ เชิงบวก (positive), เชิงลบ (negative), เป็นกลาง (neutral), และคําถาม (question) 

สําหรับการวิจัยครั้งนี้ ผู้วิจัยได้คัดเลือกเฉพาะข้อความที่มีป้ายกํากับเป็นเชิงบวกและเชิงลบ

เท่าน้ัน เพ่ือให้สอดคล้องกับวัตถุประสงค์การวิจัยท่ีมุ่งเน้นการจําแนกความรู้สึกแบบ 2 ระดับ ส่งผลให้

ได้ชุดข้อมูลท้ังส้ิน 11,601 ข้อความ แบ่งเป็นข้อความเชิงบวก 4,778 ข้อความ (41.2%) และข้อความ

เชิงลบ 6,823 ข้อความ (58.8%) 

เหตุผลในการเลือกใช้ชุดข้อมูล Wisesight Sentiment Corpus มีหลายประการ ประการแรก 

ชุดข้อมูลนี้มีขนาดใหญ่พอเพียงสําหรับการฝึกอบรมโมเดลการเรียนรู้เชิงลึก ประการที่สอง ข้อมูล

ได้รับการตรวจสอบและจําแนกป้ายกํากับโดยผู้เชี่ยวชาญ ทําให้มีความน่าเชื่อถือสูง ประการที่สาม 

ข้อความในชุดข้อมูลมาจากการใช้งานจริงในสื่อสังคมออนไลน์ จึงสะท้อนลักษณะการใช้ภาษาไทยได้

เป็นอย่างดี รวมถึงการใช้คําสแลง คําย่อ และการผสมผสานภาษาท่ีหลากหลาย 

3.2.2  การเตรียมข้อมูล (Data Preprocessing) 

กระบวนการเตรียมข้อมูลเป็นขั้นตอนสําคัญที่ส่งผลต่อคุณภาพของโมเดลที่พัฒนาขึ้น การวิจัย

คร้ังน้ีดําเนินการเตรียมข้อมูลผ่านข้ันตอนต่อไปน้ี 

การกรองข้อมูล (Data Filtering) เริ่มต้นด้วยการคัดเลือกเฉพาะข้อความที่มีป้ายกํากับเป็น 

"pos" (positive) และ "neg" (negative) จากชุดข้อมูลต้นฉบับ 26,737 รายการ โดยตัดข้อความที่มี

ป้ายกํากับเป็น "neu" (neutral) และ "q" (question) ออกไป ได้ข้อมูล 11,601 รายการ ขั้นตอนน้ี

ช่วยให้ปัญหาการจําแนกมีความชัดเจนและเหมาะสมกับวัตถุประสงค์การวิจัยที่ต้องการสร้างโมเดล

แบบ binary classification 



 

 

 

24 

 

 
 

การทําความสะอาดข้อความ (Text Cleaning) ดําเนินการลบองค์ประกอบท่ีไม่จําเป็นออกจาก

ข้อความ เช่น URL, อีเมล, เครื่องหมายวรรคตอนที่ซํ้าซ้อน, และตัวอักษรพิเศษที่ไม่มีความหมาย 

ขั้นตอนนี้ช่วยลดสัญญาณรบกวน (noise) ในข้อมูลและทําให้โมเดลสามารถโฟกัสไปที่เนื้อหาสําคัญ

ของข้อความได้มากข้ึน 

การประมวลผลภาษาไทย (Thai Language Processing) เนื ่องจากภาษาไทยมีลักษณะ

เฉพาะที่แตกต่างจากภาษาอังกฤษ เช่น การไม่มีการเว้นวรรคระหว่างคํา การมีอักษรพิเศษ และการ

ใช้วรรณยุกต์ ผู้วิจัยจึงใช้เครื่องมือประมวลผลภาษาไทยที่เหมาะสม รวมถึงการจัดการกับการเข้า

รหัสอักขระ (character encoding) ให้เป็น UTF-8 เพ่ือรองรับอักษรไทยอย่างถูกต้อง 

การตรวจสอบคุณภาพข้อมูล (Data Quality Assessment) ทําการตรวจสอบข้อความที่ว่าง

เปล่า ข้อความที่มีเฉพาะตัวอักษรพิเศษ และข้อความที่มีคุณภาพตํ่า ข้อมูลที่ไม่ผ่านเกณฑ์คุณภาพจะ

ถูกตัดออกจากชุดข้อมูล หลังจากกระบวนการทําความสะอาดและตรวจสอบคุณภาพเสร็จสิ้น ชุด

ข้อมูลสุดท้ายประกอบด้วย 11,118 ข้อความ แบ่งเป็นข้อความเชิงบวก 4,481 รายการ (40.3%) และ

ข้อความเชิงลบ 6,637 รายการ (59.7%) 

3.2.3  การแบ่งข้อมูลและ Cross-Validation 

การแบ่งข้อมูลและการประเมินผลเป็นขั ้นตอนที ่มีความสําคัญต่อความน่าเชื ่อถือของ

ผลการวิจัย การวิจัยนี้ใช้เทคนิค 5-Fold Stratified Cross-Validation กับชุดข้อมูลทั้งหมด 11,118 

รายการ เพ่ือให้ได้การประเมินประสิทธิภาพท่ีเช่ือถือได้และลดอคติจากการแบ่งข้อมูล 

การทํางานของ 5-Fold Cross-Validation 

ชุดข้อมูลทั ้งหมด 11,118 รายการจะถูกแบ่งออกเป็น 5 ส่วนเท่าๆ กัน (folds) โดยใช้วิธี 

Stratified Sampling เพื่อรักษาสัดส่วนของป้ายกํากับในแต่ละ fold ให้ใกล้เคียงกับชุดข้อมูลต้นฉบับ 

ในแต่ละรอบการทดลอง จะใช้ 4 ส่วน (ประมาณ 8,894 รายการ หรือ 80%) สําหรับการฝึกอบรม

โมเดล และอีก 1 ส่วน (ประมาณ 2,224 รายการ หรือ 20%) สําหรับการตรวจสอบและประเมินผล 

กระบวนการนี้จะทําซํ้าทั้งหมด 5 รอบ โดยในแต่ละรอบจะหมุนเวียนให้ทุก fold ได้เป็นชุดตรวจสอบ

คร้ังละ 1 รอบ 

การรักษาสัดส่วนข้อมูล (Stratified Sampling) 

การใช้ Stratified Sampling ช่วยให้แต่ละ fold มีสัดส่วนของป้ายกํากับที่ใกล้เคียงกับชุด

ข้อมูลต้นฉบับ ดังนั ้นในแต่ละ fold จะมีข้อความเชิงลบประมาณ 59.7% และข้อความเชิงบวก

ประมาณ 40.3% ซึ่งช่วยป้องกันปัญหาที่อาจเกิดขึ้นจากการกระจายข้อมูลที่ไม่สมดุล และทําให้การ

เปรียบเทียบประสิทธิภาพระหว่างโมเดลต่างๆ มีความเป็นธรรมมากข้ึน 

การรายงานผลการประเมิน 
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ผลการประเมินจากทั้ง 5 folds จะถูกรายงานในรูปแบบค่าเฉลี่ย ± ส่วนเบี่ยงเบนมาตรฐาน 

(mean ± std) สําหรับทุกเมตริก (Accuracy, F1-Score, และ AUC) ซึ่งสะท้อนทั้งประสิทธิภาพโดย

เฉลี่ยและความเสถียรของโมเดลในการทํางานกับข้อมูลชุดต่างๆ วิธีการนี้ช่วยให้การประเมินประสิทธิ

ภาพของโมเดลมีความน่าเชื่อถือและสามารถเปรียบเทียบระหว่างสถาปัตยกรรมต่างๆ ได้อย่างเป็น

ธรรม 

 

3.3  การสํารวจข้อมูล (Exploratory Data Analysis) 

การสํารวจข้อมูลเป็นขั้นตอนสําคัญที่ช่วยให้ผู้วิจัยเข้าใจลักษณะและการกระจายของข้อมูล

หลังจากผ่านกระบวนการทําความสะอาดแล้ว จากการวิเคราะห์ชุดข้อมูล Wisesight Sentiment ท่ี

มีท้ังส้ิน 11,118 รายการ ได้ผลดังตารางท่ี 3-1 

 

ตารางท่ี 3-1 สถิติพ้ืนฐานของชุดข้อมูล Wisesight Sentiment  

คุณลักษณะ ค่าสถิติ 

จํานวนตัวอักษรเฉล่ีย 70 ตัวอักษร 

ข้อความยาวท่ีสุด 1,876 ตัวอักษร 

ข้อความส้ันท่ีสุด 2 ตัวอักษร 

จํานวนตัวอักษร (Quantile 99%) 414 ตัวอักษร 

จํานวนคําเฉล่ีย 4 คํา 

ข้อความท่ีมีคํามากท่ีสุด 124 คํา 

ข้อความท่ีมีคําน้อยท่ีสุด 1 คํา 

จํานวนคํา (Quantile 99%) 21 คํา 

 

จากตารางที่ 3-1 แสดงสถิติพื้นฐานของชุดข้อมูล พบว่าข้อความมีความยาวเฉลี่ย 70 ตัวอักษร 

หรือประมาณ 4 คําต่อข้อความ โดยมีช่วงความยาวที่หลากหลายตั้งแต่ 2 ตัวอักษร ไปจนถึง 1,876 

ตัวอักษร ซึ่งสะท้อนถึงความหลากหลายของข้อมูลจากสื่อสังคมออนไลน์ การวิเคราะห์ Quantile 

99% ซ่ึงแสดงว่า 99% ของข้อความมีความยาวไม่เกิน 414 ตัวอักษร หรือ 21 คํา เป็นข้อมูลสําคัญใน

การกําหนดความยาวสูงสุดของ input sequence สําหรับโมเดล 

การวิเคราะห์การกระจายป้ายกํากับ ภาพที่ 3-2 แสดงการกระจายของป้ายกํากับความรู้สึกใน

ชุดข้อมูลทั้งหมด 11,118 รายการ โดยใช้กราฟแท่งเปรียบเทียบจํานวนข้อความระหว่างสองประเภท 

จากกราฟพบว่าข้อมูลมีการกระจายที่ไม่สมดุลเล็กน้อย โดยข้อความเชิงลบ (สีชมพู) มีจํานวน 6,637 
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รายการ คิดเป็น 59.7% ของข้อมูลท้ังหมด ขณะท่ีข้อความเชิงบวก (สีเขียว) มีจํานวน 4,481 รายการ 

หรือ 40.3% อัตราส่วนของข้อความเชิงบวกต่อเชิงลบอยู่ที่ 0.675 ซึ่งถือว่าข้อมูลยังอยู่ในระดับท่ี

จัดการได้และไม่รุนแรงเกินไปที่จะส่งผลกระทบต่อการฝึกอบรมโมเดล อย่างไรก็ตาม เพื่อให้โมเดล

สามารถเรียนรู้และทํานายทั้งสองคลาสได้อย่างเท่าเทียมกัน จําเป็นต้องใช้เทคนิค Class Weighting 

ในระหว่างการฝึกอบรม 

 

 
ภาพท่ี 3-2 การกระจายของป้ายกํากับความรู้สึก 

 

การวิเคราะห์ความยาวข้อความ ภาพที่ 3-3 แสดงการกระจายความยาวข้อความทั้งหมดใน

หน่วยตัวอักษร โดยใช้ Histogram เพื่อแสดงความถี่ของข้อความในแต่ละช่วงความยาว จากกราฟ

พบว่าข้อมูลมีการกระจายแบบ Right-skewed คือข้อความส่วนใหญ่มีความยาวสั้น โดยเฉพาะในช่วง 

0-100 ตัวอักษร ซ่ึงมีความถ่ีสูงสุดมากกว่า 5,000 รายการ 

กราฟแสดงเส้นอ้างอิงสองเส้น ได้แก่ ค่าเฉลี่ย (เส้นประสีแดง) อยู่ที่ 70 ตัวอักษร และค่ากลาง 

median (เส้นประสีนํ้าเงิน) อยู่ที่ 40 ตัวอักษร โดยที่ค่า median ตํ่ากว่าค่าเฉลี่ยอย่างชัดเจน ยืนยัน

ว่าข้อมูลมีการเบ้ไปทางขวา เน่ืองจากมีข้อความยาวบางส่วนท่ีดึงค่าเฉล่ียให้สูงข้ึน ขณะท่ีข้อความส่วน

ใหญ่มีความยาวไม่เกิน 250 ตัวอักษร ข้อมูลนี ้สอดคล้องกับตารางที ่ 3-1 ที่แสดงว่า 99% ของ

ข้อความมีความยาวไม่เกิน 414 ตัวอักษร 
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จากการวิเคราะห์น้ี ผู้วิจัยจึงเลือกใช้ความยาว maximum sequence length ท่ี 128 tokens 

ซ่ึงครอบคลุมข้อความส่วนใหญ่และช่วยลดการใช้หน่วยความจําในการฝึกอบรมโมเดล 

 

 
ภาพท่ี 3-3 การกระจายความยาวข้อความ (หน่วย: ตัวอักษร) 

 

การเปรียบเทียบความยาวข้อความระหว่างประเภทความรู ้ส ึก ภาพที ่ 3-4 แสดงการ

เปรียบเทียบการกระจายความยาวข้อความระหว่างสองประเภทความรู้สึกโดยใช้ Box Plot ซึ่งเป็น

เคร่ืองมือท่ีมีประสิทธิภาพในการแสดงการกระจายและค่าสถิติสําคัญของข้อมูล 

จากกราฟพบความแตกต่างท่ีน่าสนใจระหว่างสองกลุ่ม: 

ข้อความเชิงลบ (สีชมพู): 

• มีค่า median (เส้นตรงกลางกล่อง) อยู่ท่ีประมาณ 50-60 ตัวอักษร 

• กล่อง (box) ที ่แสดง Interquartile Range (IQR) มีความกว้างมากกว่า แสดงถึงความ

หลากหลายของข้อมูล 

• มีค่าเฉล่ีย 82 ตัวอักษร และส่วนเบ่ียงเบนมาตรฐาน ±98 ตัวอักษร 

• มี outliers (จุดวงกลมด้านบน) จํานวนมากที่กระจายตัวกว้าง ตั้งแต่ 500 ตัวอักษรจนถึง

เกือบ 2,000 ตัวอักษร 

ข้อความเชิงบวก (สีเขียว): 

• มีค่า median ต่ํากว่า อยู่ท่ีประมาณ 30-40 ตัวอักษร 
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• กล่อง (box) แคบกว่า แสดงว่าข้อมูลส่วนใหญ่มีความยาวใกล้เคียงกันมากข้ึน 

• มีค่าเฉล่ีย 52 ตัวอักษร และส่วนเบ่ียงเบนมาตรฐาน ±85 ตัวอักษร 

• มี outliers น้อยกว่าและกระจายตัวไม่กว้างเท่า โดยส่วนใหญ่อยู่ในช่วง 500-1,200 ตัวอักษร 

การวิเคราะห์นี้แสดงให้เห็นว่าข้อความเชิงลบโดยเฉลี่ยยาวกว่าข้อความเชิงบวกประมาณ 1.6 

เท่า (82 vs 52 ตัวอักษร) และมีความหลากหลายในความยาวมากกว่า ซึ่งอาจเป็นเพราะผู้ใช้มัก

ต้องการอธิบายปัญหาหรือความไม่พอใจอย่างละเอียด ขณะที่การแสดงความรู้สึกเชิงบวกมักใช้

ข้อความส้ันๆ กระชับ เช่น "ดีมาก" "ชอบ" หรือ "เย่ียม" 

 

 
ภาพท่ี 3-4 การเปรียบเทียบความยาวข้อความระหว่างประเภทความรู้สึก 

 

การวิเคราะห์ความสัมพันธ์ระหว่างจํานวนคําและจํานวนตัวอักษร ภาพที ่ 3-5 แสดง

ความสัมพันธ์ระหว่างจํานวนคํา (แกน X) และจํานวนตัวอักษร (แกน Y) ในข้อความโดยใช้ Scatter 

Plot โดยแยกสีตามประเภทความรู้สึก คือข้อความเชิงลบ (สีชมพู) และข้อความเชิงบวก (สีเขียว) 

จากกราฟพบว่า 

1. ความสัมพันธ์เชิงบวกที ่ชัดเจน มีความสัมพันธ์เชิงบวกแบบเส้นตรง (Linear positive 

correlation) ระหว่างจํานวนคําและจํานวนตัวอักษร ซึ่งเป็นไปตามธรรมชาติว่าข้อความที่มี

คํามากย่อมมีตัวอักษรมากตามไปด้วย 
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2. การกระจายของข้อมูล ข้อความส่วนใหญ่มีจํานวนคําไม่เกิน 20 คํา และความยาวไม่เกิน 

400 ตัวอักษร โดยมีความหนาแน่นสูงสุดในช่วง 0-10 คํา และ 0-200 ตัวอักษร ซ่ึงสอดคล้อง

กับค่าเฉล่ียท่ีแสดงในตารางท่ี 3-1 (4 คํา และ 70 ตัวอักษร) 

3. รูปแบบการกระจายที่คล้ายคลึงกัน ข้อความทั้งสองประเภทมีรูปแบบการกระจายและ
ความสัมพันธ์ระหว่างจํานวนคํากับตัวอักษรที่ใกล้เคียงกัน แสดงว่าไม่มีความแตกต่างในเรื่อง

โครงสร้างพ้ืนฐานของข้อความ 

4. Outliers พบข้อความบางส่วนที่มีความยาวมากกว่าปกติอย่างชัดเจน โดยเฉพาะข้อความเชิง

ลบท่ีมีจุดกระจายไปถึง 50 คํา และ 1,500 ตัวอักษร ขณะท่ีข้อความเชิงบวกมี outliers น้อย

กว่า ซ่ึงสอดคล้องกับการวิเคราะห์ในภาพท่ี 3-4 

5. ความหลากหลายของข้อความเชิงลบ แม้ว่ารูปแบบโดยรวมจะคล้ายกัน แต่จะเห็นว่าจุดสี
ชมพู (เชิงลบ) มีการกระจายที ่กว้างกว่าเล็กน้อย โดยเฉพาะในช่วงข้อความที ่ยาว ซ่ึง

สอดคล้องกับข้อมูลท่ีแสดงว่าข้อความเชิงลบมีความยาวเฉล่ียและความหลากหลายมากกว่า 

 

 
ภาพท่ี 3-5 ความสัมพันธ์ระหว่างจํานวนคําและจํานวนตัวอักษร  

 

การวิเคราะห์คุณภาพข้อมูล ไม่พบข้อความที่ว่างเปล่าหรือมีเฉพาะตัวอักษรพิเศษ และ

ข้อความทุกรายการมีป้ายกํากับที่ชัดเจน แสดงว่าชุดข้อมูลมีคุณภาพดีและพร้อมสําหรับการนําไปใช้

ในการฝึกอบรมโมเดล 
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ผลการวิเคราะห์ข้อมูลเชิงสํารวจให้ข้อมูลเชิงลึกท่ีสําคัญต่อการออกแบบและพัฒนาโมเดล ดังน้ี 

1. การออกแบบ Input Sequence จากการท่ี 99% ของข้อมูลมีความยาวไม่เกิน 414 ตัวอักษร 

หรือ 21 คํา ผู้วิจัยจึงเลือกใช้ maximum sequence length ที่ 128 tokens ซึ่งเพียงพอ

สําหรับข้อความส่วนใหญ่และช่วยประหยัดหน่วยความจําในการฝึกอบรม 

2. การจัดการ Class Imbalance ด้วยอัตราส่วน 60:40 ระหว่างข้อความเชิงลบและเชิงบวก 

จําเป็นต้องใช้เทคนิค Class Weighting เพื่อให้โมเดลให้ความสําคัญกับทั้งสองคลาสอย่าง

เหมาะสม 

3. ความเข้าใจพฤติกรรมผู้ใช้ การที่ข้อความเชิงลบยาวกว่าและมีความหลากหลายมากกว่า
ข้อความเชิงบวก ช่วยให้เข้าใจพฤติกรรมการใช้ภาษาของผู้ใช้ ซึ่งอาจมีประโยชน์ในการ

ตีความผลลัพธ์และการปรับปรุงโมเดลในอนาคต 

 

3.4  การพัฒนาโมเดล (Model Development) 

การวิจัยนี้พัฒนาโมเดลทั้งหมด 4 แบบ โดยใช้ WangchanBERTa เป็นตัวสร้าง feature หลัก 

โมเดลเหล่าน้ีออกแบบมาเพ่ือศึกษาประสิทธิภาพของการประยุกต์ใช้เทคนิค NLP ร่วมกับ LSTM และ

สถาปัตยกรรมอ่ืนๆ ในการจําแนกความรู้สึกภาษาไทย 

เป้าหมายหลักคือการพัฒนาโมเดลที่มีประสิทธิภาพสูงและเหมาะสมสําหรับการใช้งานจริง โดย

เริ่มจาก WCB เป็นโมเดลพื้นฐาน และศึกษาผลของการเพิ่ม BiLSTM เป็น WCB + BiLSTM ไปจนถึง

โมเดลที่ผสม CNN อย่าง WCB + CNN + BiLSTM และโมเดลที่ใช้เทคนิคการรวมข้อมูลจาก 4 ช้ัน

ส ุดท ้าย ( layers) ของโมเดล Transformer บน WCB (4-Layers) + BiLSTM เพ ื ่อประเม ินว่า

สถาปัตยกรรมแบบใดเหมาะสมท่ีสุดสําหรับการจําแนกความรู้สึกในภาษาไทย 

3.4.1  สถาปัตยกรรมของโมเดล 

WCB โมเดลพื ้นฐานที ่แท้จริงใช้เพียง WangchanBERTa เท่านั ้น โดยใช้ [CLS] token 

representation ที่ผ่านการประมวลผล pooling layer ของ BERT แล้ว (pooler_output) ซึ่งมี

ขนาด 768 มิติ จากน้ันผ่าน dropout layer (อัตรา 0.1) และ dense layer เพ่ือจําแนกเป็น 2 คลาส 

โดยใช ้  CrossEntropyLoss โมเดลน ี ้ เป ็น  t rue basel ine ท ี ่แสดงประส ิทธ ิภาพของ 

WangchanBERTa เพียงอย่างเดียว แสดงดังภาพท่ี 3-6 
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ภาพท่ี 3-6 โครงสร้างของโมเดล WCB 

 
WCB + BiLSTM โมเดลที่เพิ่มชั้น sequence modeling โดยใช้โครงสร้างแบบ sequence-

to-sequence รับ last hidden states จาก WangchanBERTa (768 มิติ) ป้อนเข้า Bidirectional 

LSTM ขนาด 128 หน่วย (ใช้ tanh activation) ซึ่งประมวลผลข้อมูลทั้งสองทิศทาง จากนั้นทํา 

masked mean pooling เพื่อรวมข้อมูลจากทุกตําแหน่งโดยคํานึงถึง attention mask และผ่าน 

dense layer พร้อมใช้ CrossEntropyLoss เพื่อจําแนกเป็น 2 คลาส โมเดลนี้ช่วยเพิ่มความสามารถ

ในการจับ long-term dependencies และความสัมพันธ์ของบริบทในข้อความ แสดงดังภาพท่ี 3-7 
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ภาพท่ี 3-7 โครงสร้างของโมเดล WCB+BiLSTM 

 

WCB + CNN + BiLSTM โมเดลน้ีเพ่ิม Convolutional layers ก่อน BiLSTM โดยใช้ Conv1D 

สองชั้นแบบคู่ขนาน ด้วย kernel size 3 และ 5 พร้อม ReLU activation เพื่อจับ local patterns 

ในระดับที่แตกต่างกัน โดย kernel 3 จับ short-range patterns และ kernel 5 จับ longer-range 

patterns แต่ละ convolution จะสร้าง feature maps 128 มิติ จากนั้นรวม features จากทั้งสอง

ชั ้นและป้อนเข้า BiLSTM ขนาด 128 หน่วย (ใช้ tanh activation) ซึ ่งประมวลผลข้อมูลท้ัง

สองทิศทาง ผ่าน masked mean pooling เพื่อรวมข้อมูลจากทุกตําแหน่งโดยคํานึงถึง attention 

mask และผ่าน dense layer พร้อมใช้ CrossEntropyLoss เพื่อจําแนกเป็น 2 คลาส โมเดลน้ี

ผสมผสานจุดแข็งของ CNN ในการจับ local features และ BiLSTM ในการเรียนรู้ sequence 

dependencies แสดงดังภาพท่ี 3-8 
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ภาพท่ี 3-8 โครงสร้างของโมเดล WCB+CNN+BiLSTM 

 

WCB (4-Layers) + BiLSTM โมเดลนี้ใช้ hidden states จาก 4 ชั้นสุดท้าย (layers 9-12) 

ของ WangchanBERTa โดยคํานวณ weighted combination ด้วย learnable parameters ท่ี

ผ่าน softmax normalization เพื่อให้ได้นํ ้าหนักที่รวมเป็น 1 ทําให้สามารถเรียนรู้ว่าชั้นไหนมี

ความสําคัญมากกว่าสําหรับงานจําแนกความรู้สึก ผลลัพธ์ที่ได้จะมีขนาด 768 มิติเช่นเดิม แต่เป็นการ

รวมข้อมูลที่อุดมไปด้วยคุณลักษณะจากหลายระดับของ transformer layers แล้วป้อนตรงเข้า 

BiLSTM ขนาด 128 หน่วย (ใช้ tanh activation) ผ่าน masked mean pooling และ dense 

layer พร้อมใช้ CrossEntropyLoss เพื ่อจําแนกเป็น 2 คลาส โดยไม่ผ่าน CNN เพื ่อให้เห็น

ประสิทธิภาพของการใช้ multiple layers ของ BERT อย่างเดียว แสดงดังภาพท่ี 3-9 
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ภาพท่ี 3-9 โครงสร้างของโมเดล WCB(4-Layers)+BiLSTM  

 

3.4.2  การต้ังค่าพารามิเตอร์ 

ในการฝึกอบรมโมเดล ได้แบ่งพารามิเตอร์ออกเป็น 2 กลุ่ม ได้แก่ พารามิเตอร์กลางที่ใช้

เหมือนกันในทุกโมเดล และพารามิเตอร์เฉพาะท่ีข้ึนอยู่กับโครงสร้างของโมเดล 
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ตารางท่ี 3-2 พารามิเตอร์กลาง (Global Hyperparameters) 

พารามิเตอร์ ค่า คําอธิบาย 

Epochs 30 จํานวนรอบการฝึกอบรม 

Batch Size 16 จํานวนตัวอย่างในแต่ละ batch 

Max Sequence Length 

(MAX_LEN) 
128 

ความยาวสูงสุดของ sequence ต่อ 

review 

Learning Rate – BERT 

(LR_BERT) 
2e-5 Learning rate สําหรับช้ัน BERT 

Learning Rate – Others 

(LR_OTHERS) 
1e-3 

Learning rate สําหรับช้ันอ่ืน เช่น 

BiLSTM, CNN 

Optimizer AdamW  Optimizer ท่ีใช้ในการฝึก 

Loss Function 
CrossEntropyLoss 

(with class weights) 

ฟังก์ชัน loss สําหรับ class 

imbalance 

BiLSTM Activation tanh 

default activation function 

สําหรับ LSTM hidden และ cell 

states 

Patience (Early 

Stopping) 
3 จํานวนรอบท่ีรอหาก F1 ไม่ดีข้ึน 

Cross Validation Folds 

(N_FOLDS) 
5 จํานวน fold ใน Stratified K-Fold 

Pooling Method หลัง 

BiLSTM 
masked_mean วิธี pool output หลัง BiLSTM 

Test Size (TEST_SIZE) 0.2 (20%) สัดส่วนของ test set 

Gradient Clipping 1.0 (max_norm) ป้องกัน exploding gradients 

Mixed Precision (AMP) Enabled 
เพ่ิมประสิทธิภาพ GPU และลด 

memory usage 

Class Weights 
Calculated from 

training data 
จัดการ class imbalance 

Dropout Rate 0.3 สําหรับ classification layer 

Random Seed 42 เพ่ือ reproducibility 
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ตารางท่ี 3-3 พารามิเตอร์เฉพาะของแต่ละโมเดล (Model-Specific Hyperparameters) 

โมเดล 
ค่าเฉพาะ (Hyperparameters 

เฉพาะโมเดล) 
คําอธิบาย 

WCB 

- BERT pooler_output ขนาด 768 

- Dropout = 0.1 

- No additional layers 

ใช้เพียง WangchanBERTa 

และ [CLS] token 

WCB+BiLSTM 
- Hidden size ของ BiLSTM = 128 

- Dropout = 0.3 

ใช้ WangchanBERTa เป็น

ตัวสร้าง embedding และ

ส่งเข้า BiLSTM โดยตรง 

เป็น baseline 

WCB+CNN+BiLSTM 

- CNN Layer 1: filters = 128, 

kernel size = 3 

- CNN Layer 2: filters = 128, 

kernel size = 5 

- Activation: ReLU (CNN) 

เพ่ิม CNN 2 ช้ันเพ่ือดึง 

feature จาก sequence 

ก่อนส่งเข้า BiLSTM 

WCB(4-

Layers)+BiLSTM 

- Pooling จาก Last 4 Hidden 

Layers (Layer 9-12) 

- รวมค่าโดยใช้ Weighted Softmax 

- Learnable parameters: 4 

weights 

เน้นการดึงข้อมูลเชิงลึกจาก 

BERT โดยใช้ hidden 

states 4 ช้ันสุดท้ายแล้ว

ถ่วงน้ําหนัก 

 

3.5  การประเมินผล (Model Evaluation) 

3.5.1  ตัวช้ีวัดการประเมินผล (Evaluation Metrics) 

งานว ิจ ัยน ี ้ ใช ้การประเม ินประส ิทธ ิภาพของโมเดลด้วย 3 เมทร ิกซ ์หล ัก ได ้แก่ F1-

Score, Accuracy, และ AUC (Area Under Curve) เพ่ือสะท้อนประสิทธิภาพของโมเดลในมุมมองท่ี

แตกต่างกัน 

• F1-Score ใช้เป็นตัวชี้วัดหลัก เพราะสะท้อนความสมดุลระหว่าง Precision และ Recall ได้

ดีกว่า Accuracy โดยเฉพาะเม่ือข้อมูลมีการกระจายไม่เท่ากัน 

• Accuracy ใช้ดูสัดส่วนของการทํานายที่ถูกต้องทั้งหมด เหมาะสําหรับภาพรวมของความ

แม่นยําของโมเดล 
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• AUC (Receiver Operating Characteristic – Area Under Curve) ใช้ว ัดความสามารถ

ของโมเดลในการแยกแยะคลาสบวกและลบโดยไม่ขึ้นกับ threshold ยิ่งค่าใกล้ 1 ยิ่งบ่งชี้ว่า

โมเดลแยกคลาสได้ดี 

เพื่อให้เข้าใจรูปแบบข้อผิดพลาด ยังใช้ Confusion Matrix ช่วยวิเคราะห์จุดที่โมเดลทํานายผิด

บ่อย เพ่ือปรับปรุงการทํางานในอนาคต 

3.5.2  กลยุทธ์การประเมินด้วย Cross-Validation 

การประเมินใช้วิธี 5-Fold Stratified Cross-Validation เพื่อให้ผลการประเมินมีความเสถียร

และลดอคติจากการแบ่งข้อมูล โดยในแต่ละ fold จะแบ่งข้อมูลให้คงสัดส่วนของคลาสบวกและลบ

ใกล้เคียงกับชุดข้อมูลต้นฉบับ 

ในแต่ละรอบ โมเดลจะฝึกด้วยข้อมูล 4 ส่วน และทดสอบด้วยอีก 1 ส่วน ทําซํ้าทั้งหมด 5 รอบ 

จนทุกส่วนถูกใช้เป็นชุดทดสอบ ครั้งละ 1 รอบ จากนั้นรายงานค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐาน

ของ F1-Score, Accuracy และ AUC เพ่ือสะท้อนความเสถียรของโมเดล 

3.5.3  การรายงานผลและการวิเคราะห์ 

ผลการประเมินจากทั้ง 5 folds ของแต่ละสถาปัตยกรรมจะถูกรายงานในรูปแบบ ค่าเฉลี่ย ± 

ส่วนเบี่ยงเบนมาตรฐาน (mean ± std) สําหรับทุกเมทริก นอกจากนี้ยังวิเคราะห์เปรียบเทียบเวลาท่ี

ใช้ในการฝึกอบรมของแต่ละโมเดล เพื่อประเมินความเหมาะสมในการนําไปใช้งานจริงที่ต้องคํานึงถึง

ทั้งประสิทธิภาพและทรัพยากรที่ใช้ จากนั้นวิเคราะห์ผลโดยละเอียดด้วย Confusion Matrix เพื่อดู

รูปแบบการจําแนกและข้อผิดพลาดที่เกิดขึ้น และใช้ AUC เพื่อประเมินความสามารถในการแยกแยะ

ระหว่างสองคลาส การวิเคราะห์เหล่านี้ช่วยให้เข้าใจจุดแข็งและข้อจํากัดของแต่ละสถาปัตยกรรม 

นอกจากนี้ยังทดสอบโมเดลที่มีประสิทธิภาพสูงสุดกับข้อความตัวอย่างที่มีลักษณะแตกต่างกัน เพ่ือ

ประเมินความสามารถในการทํางานกับข้อความท่ีมีความซับซ้อนและบริบทท่ีหลากหลาย 

 

3.6  การเผยแพร่โมเดล (Model Deployment) 

งานวิจัยนี้ได้นําโมเดลที่มีประสิทธิภาพสูงสุดไปเผยแพร่ผ่าน Hugging Face Platform เพื่อให้

ผู้สนใจสามารถเข้าถึงและทดลองใช้งานได้จริง โดยมีขั้นตอนการดําเนินงานตามแผนภาพ Pipeline 

ดังแสดงในภาพท่ี 3-10 

 

 
ภาพท่ี 3-10 การเผยแพร่โมเดล 
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3.6.1  การเลือกและเตรียมโมเดล 

จากผลการทดลองทั้งหมด เลือกโมเดลที่มี validation F1 score สูงสุดมาเตรียมสําหรับการ

เผยแพร่ โดยบันทึกโมเดลในรูปแบบ .safetensors พร้อมไฟล์ tokenizer configuration และ 

model configuration ท่ีจําเป็นสําหรับการใช้งาน 

3.6.2  การอัปโหลดไปยัง Hugging Face Model Hub 

อัปโหลดโมเดลและไฟล์ที่เกี่ยวข้องไปยัง Hugging Face Model Hub ในรูปแบบ Public 

Repository เพื่อให้ผู้ใช้งานสามารถเข้าถึงได้โดยไม่ต้องลงทะเบียน พร้อมจัดทํา Model Card ที่มี

ข้อมูลรายละเอียดโมเดล วิธีการใช้งาน และข้อจํากัด แสดงตัวอย่างดังภาพท่ี 3-11 

 

 
ภาพท่ี 3-11 หน้าตัวอย่าง Model Card บน Hugging Face  

 

3.6.3  การเรียกใช้งานโมเดลผ่าน Hugging Face Hub 

เนื่องจากโมเดลได้รับการอัปโหลดไปยัง Hugging Face Model Hub แล้ว ผู้ใช้งานสามารถ

เรียกใช้โมเดลได้โดยตรงผ่าน Python ตามตัวอย่างดังภาพท่ี 3-12 
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ภาพท่ี 3-12 ตัวอย่างการเรียกใช้งานโมเดลและผลลัพธ์ 

 

3.6.4  การสร้าง Web Demo Interface 

พัฒนา Web Interface ด้วย Gradio บน Hugging Face Spaces เพื่อให้ผู ้ใช้งานทั่วไป

สามารถทดสอบโมเดลได้ผ่านเว็บเบราว์เซอร์โดยไม่ต้องเขียนโค้ด ผู้ใช้เพียงกรอกข้อความภาษาไทย

แล้วกดปุ่มทํานาย ระบบจะแสดงผลว่าข้อความมีความรู้สึกเชิงบวกหรือลบ พร้อมระดับความมั่นใจ  

แสดงดังภาพท่ี 3-13 

 

 
ภาพท่ี 3-13 ตัวอย่างหน้า Web Interface  



 

 

 

40 

 

 
 

3.6.5  สภาพแวดล้อมการทดลอง (Experiment Environment) 

งานวิจัยนี้ใช้แพลตฟอร์ม Cloud Computing ในการประมวลผลและเผยแพร่โมเดล โดย

ประกอบด้วย 2 ส่วนหลัก ได้แก่ Google Colab Pro สําหรับการเทรนโมเดล และ Hugging Face 

Platform สําหรับเผยแพร่และให้บริการโมเดล 

1.การประมวลผลและพัฒนาโมเดล (Model Development and Training)  

ใช้บริการ Google Colab Pro ในการประมวลผล ซ่ึงมีรายละเอียดดังน้ี 

 

ตารางท่ี 3-4 รายละเอียด Google Colab Pro 

ประเภท รายละเอียด 

GPU NVIDIA T4 GPU (15 GB VRAM) 

CPU Intel Xeon 2.20 GHz (Virtualized) 

RAM 12.7 GB 

OS Environment Ubuntu 20.04 LTS 

Python Version Python 3.12.11 

Library 

PyTorch 2.0+ สําหรับการพัฒนาโมเดล Deep Learning, 

Transformers 4.21+ สําหรับการใช้งาน WangchanBERTa, Scikit-

learn 1.1+ สําหรับ metrics และ data splitting, Pandas 1.5+ 

สําหรับการจัดการข้อมูล, NumPy 1.23+ สําหรับการคํานวณเชิง

ตัวเลข, Matplotlib และ Seaborn สําหรับการสร้างกราฟและการ

แสดงผล 

 

หมายเหตุ: Google Colab Pro ช่วยให้ได้สิทธิ์การเข้าถึง GPU ประสิทธิภาพสูง และเวลารันท่ี

ยาวนานกว่าเวอร์ชันฟรี โดย GPU ท่ีเลือกใช้คือ NVIDIA T4 ซ่ึงเหมาะสมสําหรับงาน Deep Learning 

ขนาดกลางถึงใหญ่ 
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ภาพท่ี 3-14 ตัวอย่างหน้าต่าง Colab Runtime 

 

2 พ้ืนท่ีจัดเก็บไฟล์และโมเดล (Model Storage and Deployment Platform) 

หลังจากการฝึกโมเดลเสร็จสิ้น โมเดลและไฟล์ต่าง ๆ จะถูกจัดเก็บและเผยแพร่ผ่าน Hugging 

Face Platform เพ ื ่อรองร ับการเร ียกใช ้งาน ( Inference) โดยใช ้ Hugging Face Model Hub 

สําหรับเก็บไฟล์โมเดลเช่น model.safetensors, config.json ขณะที่การทดสอบโมเดลและการ

สาธิตทําผ่าน Hugging Face Spaces (Gradio) ซึ ่งเป็น Web UI ที ่ผู ้ใช้งานสามารถทดลองและ

ประเมินผลโมเดลได้อย่างสะดวก 

 

ตารางท่ี 3-5 รายละเอียด Hugging Face  

ประเภท รายละเอียด 

Model Hosting Hugging Face Model Hub 

Demo Interface Hugging Face Spaces (Gradio) 

File Format model.safetensors, config.json 

Public Access เปิดเป็น Public Repository 



 

 

 

 

 

บทที่ 4  
ผลการดําเนินงานวิจัย 

4.1 ภาพรวมการประเมินผล 

การวิจัยนี้ประเมินประสิทธิภาพของโมเดลทั้ง 4 แบบในการจําแนกความรู้สึกของข้อความ

ภาษาไทยผ่านกระบวนการ 5-fold cross-validation โดยใช้การประเมินหลัก 3 ตัว ได้แก่ 

Accuracy, F1-Score และ AUC Score นอกจากนี้ยังวิเคราะห์เวลาที่ใช้ในการฝึกสอนเพื่อประเมิน

ความเหมาะสมในการนําไปใช้งานจริง 

โมเดลท่ีใช้ในการเปรียบเทียบประกอบด้วย 

• WCB ใช้เพียง [CLS] token  

• WCB + BiLSTM (โมเดลท่ีเพ่ิมส่วนประมวลผล BiLSTM)  

• WCB + CNN + BiLSTM (โมเดลท่ีเพ่ิมส่วนประมวลผล CNN)  

• WCB (4-Layers) + BiLSTM (จาก 4 ช้ันสุดท้าย layers 9-12 ของ WangchanBERTa) 

การแสดงผลจะแบ่งออกเป็น 4 ส่วนหลัก คือ (1) ผลจากการทํา cross-validation (2) การ

วิเคราะห์เปรียบเทียบประสิทธิภาพและเวลาการฝึกสอน (3) การวิเคราะห์ confusion matrix และ 

AUC และ (4) การทดสอบโมเดลกับข้อความตัวอย่าง 

 

4.2  ผลการทํา Cross-Validation 

การทํา 5-fold cross-validation แสดงในตารางที่ 4-1 ซึ่งประกอบด้วยโมเดลทั้งหมด 4 แบบ 

โดยตารางแสดงค่า Accuracy, F1-Score และ AUC ของแต่ละโมเดล 

 

ตารางท่ี 4-1 ผลการประเมินจาก 5-Fold Cross-Validation 

โมเดล Accuracy (%) F1-Score (%) AUC (%) 

WCB 90.33 ± 0.32 89.92 ± 0.33 95.72 ± 0.22 

WCB + BiLSTM 90.93 ± 0.37 90.54 ± 0.39 95.57 ± 1.22 

WCB + CNN + BiLSTM 90.14 ± 0.66 89.73 ± 0.68 95.83 ± 0.42 

WCB (4-Layers) + BiLSTM 90.52 ± 0.65 90.13 ± 0.68 95.43 ± 0.36 
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จากตารางที ่ 4-1 พบว่า WCB + BiLSTM ให้ Accuracy สูงสุดที ่ 90.93% และ F1-Score 

สูงสุดที่ 90.54% โดยมีค่าเบี่ยงเบนมาตรฐานที่ 0.37% และ 0.39% ตามลําดับ อย่างไรก็ตาม โมเดล

น้ีมีค่าเบ่ียงเบนมาตรฐานสูงสุดใน AUC ท่ี 1.22% 

WCB + CNN + BiLSTM ให้ค่า AUC สูงสุดที่ 95.83% พร้อมความเสถียรที่ดี (±0.42%) แต่มี 

Accuracy และ F1-Score ต่ํากว่าโมเดลอ่ืน อยู่ท่ี 90.14% และ 89.73% ตามลําดับ 

WCB (4-Layers) + BiLSTM ให้ผลลัพธ์ในระดับกลาง โดยมี Accuracy อันดับสองที่ 90.52% 

และ F1-Score ท่ี 90.13% พร้อมความเสถียรท่ีดีในทุกเมตริก 

WCB ซ่ึงเป็นโมเดลพ้ืนฐาน ให้ Accuracy 90.33% และ F1-Score 89.92% โดยมีค่าเบ่ียงเบน

มาตรฐานตํ่าที่สุดในทุกเมตริก (0.32%, 0.33%, และ 0.22% ตามลําดับ) แสดงถึงความเสถียรสูงของ

โมเดล 

เม่ือเปรียบเทียบโมเดลพ้ืนฐาน (WCB) กับโมเดลท่ีซับซ้อนข้ึน พบว่า 

• การเพิ่ม BiLSTM เพียงอย่างเดียว (WCB + BiLSTM) ช่วยปรับปรุง Accuracy ได้ 0.60% 

และ F1-Score ได้ 0.62% 

• การเพิ ่ม CNN layer (WCB + CNN + BiLSTM) ให้ค่า AUC สูงที ่สุด แต่ Accuracy และ 

F1-Score ลดลงเล็กน้อย 

• การใช้ 4 ชั้นสุดท้าย (WCB (4-Layers) + BiLSTM) ช่วยปรับปรุงประสิทธิภาพจากโมเดล

พ้ืนฐาน แต่ไม่สูงเท่า WCB + BiLSTM 

 

4.3  การเปรียบเทียบประสิทธิภาพและเวลาการฝึกสอน 

4.3.1  ความเสถียรของโมเดล 

การวิเคราะห์ค่าเบี่ยงเบนมาตรฐานแสดงให้เห็นถึงความเสถียรของแต่ละโมเดล ดังแสดงใน

ตารางท่ี 4-2 

 

ตารางท่ี 4-2 การเปรียบเทียบความเสถียรของโมเดล 

โมเดล 
Accuracy Std 

(%) 

F1 Std 

(%) 

AUC Std 

(%) 

ระดับความ

เสถียร 

WCB 0.32 0.33 0.22 สูงสุด 

WCB + BiLSTM 0.37 0.39 1.22 ต่ํา 

WCB + CNN + BiLSTM 0.66 0.68 0.42 ปานกลาง 

WCB (4-Layers) + BiLSTM 0.65 0.68 0.36 ปานกลาง 
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จากตารางที ่ 4-2 พบว่า WCB มีความเสถียรสูงสุดในทุกเมตริก โดยเฉพาะ AUC ที ่มีค่า

เบ่ียงเบนมาตรฐานเพียง 0.22% แสดงว่าโมเดลพ้ืนฐานให้ผลลัพธ์ท่ีสม่ําเสมอมากท่ีสุด 

WCB + BiLSTM มีความผันแปรสูงใน AUC (±1.22%) ซึ่งสูงกว่าโมเดลอื่นอย่างชัดเจน แต่มี

ความเสถียรท่ียอมรับได้ใน Accuracy และ F1-Score 

WCB + CNN + BiLSTM และ WCB (4-Layers) + BiLSTM มีความเสถียรในระดับปานกลาง 

โดย WCB + CNN + BiLSTM มีค่าเบ่ียงเบนมาตรฐานสูงกว่าเล็กน้อยใน Accuracy และ F1-Score 

4.3.2  เวลาในการฝึกสอนและประสิทธิภาพการคํานวณ 

การวัดเวลาการฝึกสอนเป็นปัจจัยสําคัญในการประเมินความเป็นไปได้ในการนําโมเดลไปใช้งาน

จริง ผลการวัดเวลาแสดงในตารางท่ี 4-3 

 

ตารางท่ี 4-3 การเปรียบเทียบเวลาการฝึกสอนและประสิทธิภาพ 

โมเดล 
เวลารวม 

(ช่ัวโมง) 

Accuracy 

(%) 

เวลาท่ีเพ่ิมข้ึน

จาก WCB 

WCB 4.58 90.33 - 

WCB + BiLSTM 5.68 90.93 +24% 

WCB + CNN + BiLSTM 5.76 90.14 +26% 

WCB (4-Layers) + BiLSTM 6.11 90.52 +33% 

 

จากตารางที่ 4-3 พบว่า WCB ใช้เวลาเพียง 4.58 ชั่วโมงในการฝึกสอนทั้งหมด เร็วที่สุดใน

บรรดาโมเดลท้ัง 4 แบบ 

WCB + BiLSTM ใช้เวลา 5.68 ชั่วโมง เพิ ่มขึ ้น 24% จาก WCB โดยได้ Accuracy ที่สูงข้ึน 

0.60% 

WCB + CNN + BiLSTM ใช้เวลา 5.76 ช่ัวโมง ใกล้เคียงกับ WCB + BiLSTM แต่ได้ Accuracy 

ท่ีต่ํากว่าโมเดลพ้ืนฐาน 

WCB (4-Layers) + BiLSTM ใช้เวลานานที่สุดที่ 6.11 ชั่วโมง เพิ่มขึ้น 33% จาก WCB โดยได้ 

Accuracy ท่ี 90.52% 

 

4.4  การวิเคราะห์ Confusion Matrix และ AUC 

4.4.1  Confusion Matrix 
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การวิเคราะห์ confusion matrix แสดงในรูปที่ 4.1-4.4 เพื่อประเมินความสามารถในการ

จําแนกแต่ละคลาส 

 

 
ภาพท่ี 4-1 Confusion Matrix ของ WCB 

 

 
ภาพท่ี 4-2 Confusion Matrix ของ WCB+BiLSTM 
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ภาพท่ี 4-3 Confusion Matrix ของ WCB+CNN+BiLSTM  

 

 
ภาพท่ี 4-4 Confusion Matrix ของ WCB-4Layer+BiLSTM 

 

จากการวิเคราะห์ confusion matrices พบว่าโมเดลทั้งหมดมีแนวโน้มในการจําแนกท่ี

คล้ายคลึงกัน โดยมีความแม่นยําสูงในการทํานายทั้งสองคลาส ความแตกต่างหลักอยู่ที่อัตราการ
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ทํานายผิดพลาด (False Positives และ False Negatives) ซึ่งมีความแตกต่างเพียงเล็กน้อยระหว่าง

โมเดล แสดงให้เห็นว่าทุกโมเดลมีความสามารถในการจําแนกท่ีใกล้เคียงกัน 

4.4.2  Area under the curve (AUC) 

AUC สําหรับแต่ละโมเดลแสดงในภาพที่ 4.5-4.8 แสดงให้เห็นความสามารถในการแยกแยะ

ระหว่างสองคลาส 

 

 
ภาพท่ี 4-5 AUC ของ WCB 

 

 
ภาพท่ี 4-6 AUC ของ WCB+BiLSTM 
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ภาพท่ี 4-7 AUC ของ WCB+CNN+BiLSTM 

 

 
ภาพท่ี 4-8 AUC ของ WCB(4-Layers)+BiLSTM 
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จากการวิเคราะห์ ROC curves พบว่า WCB + CNN + BiLSTM มีค่า AUC สูงสุดที่ 95.83% 

พร้อมความเสถียรที่ดี (±0.42%) แสดงความสามารถในการจัดลําดับความน่าจะเป็นของแต่ละคลาส

ได้ดีท่ีสุด 

WCB มีค่า AUC อันดับสองที่ 95.72% พร้อมความเสถียรสูงสุด (±0.22%) แสดงว่าแม้เป็น

โมเดลพ้ืนฐาน แต่มีความสามารถในการแยกแยะท่ีดีและสม่ําเสมอ 

WCB + BiLSTM มีค่า AUC ที่ 95.57% แต่มีความผันแปรสูง (±1.22%) แสดงถึงความไม่

สม่ําเสมอในการทํานายข้ามชุดข้อมูลต่างๆ 

WCB (4-Layers) + BiLSTM มีค่า AUC ต่ําสุดท่ี 95.43% แต่มีความเสถียรท่ีดี (±0.36%) 

 

4.5  การทดสอบโมเดลกับข้อความตัวอย่าง 

เพื่อประเมินความสามารถของโมเดลในสถานการณ์ที่ใกล้เคียงการใช้งานจริง งานวิจัยนี้ได้

คัดเลือกข้อความรีวิวจากผู้ใช้จริงที่มีลักษณะและความซับซ้อนแตกต่างกัน โดยแบ่งเป็น 2 กลุ่มหลัก 

ได้แก่ 

1. ข้อความส้ันและซับซ้อน - ข้อความท่ีส้ัน กระชับ และข้อความท่ีมีหลายประเด็นผสมกัน 
2. ข้อความยาวและมีหลายบริบท - ข้อความรีวิวบนแพลตฟอร์มจาก Google Maps 

โมเดลที่ใช้ในการทดสอบเป็นสองโมเดลที่มีประสิทธิภาพสูงสุดจากผลการทดลองก่อนหน้า 

ได้แก่: 

• WCB + BiLSTM โมเดลท่ีมี Accuracy และ F1-Score สูงสุด 

• WCB โมเดลพ้ืนฐานท่ีมีความเสถียรสูงและเร็ว 

ทั้งสองโมเดลถูกสอนให้จําแนกเพียง 2 คลาส (Positive และ Negative) โดยไม่มี Neutral 

ดังน้ันผลการจําแนกจะแสดงเพียงสองประเภท 

4.5.1  ข้อความส้ันและซับซ้อน (Simple and Complex Reviews) 

กลุ่มนี้ประกอบด้วยทั้งข้อความสั้นที่มีอารมณ์ชัดเจน เช่น การชมเชยหรือการตําหนิโดยตรง 

และข้อความซับซ้อนท่ีมีหลายประเด็นผสมกัน 
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ตารางท่ี 4-4 ผลการทํานายข้อความส้ันและซับซ้อน 

ลําดับ ข้อความรีวิว 
ลักษณะ

ข้อความ 

แนวโน้ม

ความรู้สึก 

WCB + 

BiLSTM   

(ความม่ันใจ) 

WCB  

(ความม่ันใจ) 

1 

อาหารอร่อยมาก 

บริการดี พนักงานย้ิม

แย้ม 

ส้ันและ

ชัดเจน 

บวก 

(Positive) 

Positive 

(99.91%) 

Positive  

(99.82%) 

2 

รอนานเกินไป 

พนักงานไม่สนใจ

ลูกค้าเลย 

ส้ันและ

ชัดเจน 

ลบ 

(Negative) 

Negative 

(99.84%) 

Negative 

(99.91%) 

3 

ร้านกว้างขวาง 

สะอาดดี แต่ราคา

แพงไปนิด 

ซับซ้อน มี

ท้ังบวก

และลบ 

กลาง 

(Neutral / 

Mixed) 

Positive 

(86.97%) 

Negative  

(71.33%) 

4 

บรรยากาศดี เหมาะ

กับครอบครัว แต่

วันท่ีไปคนเยอะ ทํา

ให้รอนานและ

พนักงานดูเหน่ือยล้า 

ซับซ้อน 

หลาย

ประเด็น 

กลาง 

(Neutral / 

Mixed) 

Negative 

(95.08%) 

Negative  

(93.45%) 

5 

ระบบจองโต๊ะใช้ง่าย 

แต่ตอนชําระเงินเจอ

ปัญหาหลายคร้ัง 

ต้องเรียกพนักงานมา

ช่วยแก้ 

ซับซ้อน มี

ข้ันตอน

หลายช้ัน 

ลบ 

(Negative) 

Negative 

(99.84%) 

Negative  

(99.89%) 

 

จากตารางที่ 4-4 พบว่า ข้อความสั้นและชัดเจน (รีวิวลําดับ 1 และ 2): ทั้งสองโมเดลจําแนกได้

ถูกต้องและมีความม่ันใจสูงมาก (มากกว่า 99.8%) 

ข้อความซับซ้อนที่มีหลายประเด็นผสมกัน (รีวิวลําดับ 3): โมเดลทั้งสองให้ผลลัพธ์ที่แตกต่างกัน 

WCB + BiLSTM จําแนกเป็น Positive (86.97%) ในขณะที่ WCB จําแนกเป็น Negative (71.33%) 

โดยท้ังสองมีค่าความม่ันใจต่ํากว่ากรณีอ่ืนอย่างชัดเจน 
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ข้อความซับซ้อนหลายประเด็น (รีวิวลําดับ 4): ทั้งสองโมเดลจําแนกเป็น Negative เหมือนกัน 

ด้วยความม่ันใจสูง (95.08% และ 93.45%) 

ข้อความซับซ้อนที่มีขั้นตอนหลายชั้น (รีวิวลําดับ 5): ทั้งสองโมเดลจําแนกเป็น Negative ได้

ถูกต้องและมีความม่ันใจสูงมาก (99.84% และ 99.89%) 

4.5.2  ข้อความยาวและมีหลายบริบท (Real-world Long Reviews) 

กลุ่มนี้เป็นข้อความที่มีหลายประโยคและหลากหลายประเด็น จากการรีวิวบน Google Maps 

ซ่ึงอาจมีอารมณ์บวก ลบ หรือท้ังสองผสมกัน 

 

ตารางท่ี 4-5 ผลการทํานายข้อความยาวและมีหลายบริบท 

ลําดับ ข้อความรีวิว 
ลักษณะ

ข้อความ 

แนวโน้ม

ความรู้สึก 

WCB + 

BiLSTM   

(ความม่ันใจ) 

WCB  

(ความม่ันใจ) 

1 

ร้านน้ีเป็นร้านประจําของ

ครอบครัวเราเลยค่ะ 

บรรยากาศสบาย ๆ 

พนักงานให้การต้อนรับดี

มาก แนะนําเมนูได้ละเอียด

และเป็นกันเอง อาหาร

เสิร์ฟเร็ว และรสชาติอร่อย

คงท่ีทุกคร้ังท่ีมา ราคาก็

สมเหตุสมผล เหมาะกับการ

พาครอบครัวหรือเพ่ือน ๆ 

มาทานอาหารร่วมกัน 

ข้อความ

ยาวเชิง

บวก 

บวก 

(Positive) 

Positive 

(99.97%) 

Positive 

(99.85%) 
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ตารางท่ี 4-5 (ต่อ) 

ลําดับ ข้อความรีวิว 
ลักษณะ

ข้อความ 

แนวโน้ม

ความรู้สึก 

WCB + 

BiLSTM   

(ความม่ันใจ) 

WCB  

(ความม่ันใจ) 

2 

คร้ังน้ีผิดหวังมากค่ะ รอคิว

เกือบหน่ึงช่ัวโมงท้ังท่ีโทร

จองไว้ก่อนแล้ว พอเข้าไป

น่ังพนักงานก็ไม่ค่อยสนใจ

ต้องเรียกหลายรอบกว่าจะ

ได้ส่ังอาหาร อาหารออกช้า

มากและรสชาติไม่ค่อยดี

เหมือนคร้ังก่อน ๆ สุดท้าย

ตอนจ่ายเงินระบบเคร่ือง

รูดบัตรมีปัญหา ต้องรอ

พนักงานแก้ไขอีกนานมาก 

ข้อความ

ยาวเชิง

ลบ 

ลบ 

(Negative) 

Negative 

(99.97%) 

Negative 

(99.95%) 

3 

ชอบท่ีร้านมีท่ีจอดรถ

สะดวกและบรรยากาศดี 

อาหารบางเมนูอร่อยมาก

โดยเฉพาะของหวาน แต่

บางเมนูเค็มไปหน่อย ส่วน

พนักงานบางคนบริการดี

และใส่ใจลูกค้า แต่บางคน

ไม่ค่อยย้ิมแย้มและดูรีบ

เหมือนไม่มีเวลา ถ้า

ปรับปรุงเร่ืองรสชาติและ

บริการให้สม่ําเสมอกันมาก

ข้ึนจะดีมากค่ะ 

ข้อความ

ยาว

หลาย

บริบท 

กลาง 

(Neutral / 

Mixed) 

Negative 

(72.69%) 

Positive 

(85.48%) 

 

จากตารางที่ 4-5 ข้อความยาวที่มีอารมณ์หลักชัดเจนเชิงบวก (รีวิวลําดับ 1): ทั้งสองโมเดล

จําแนกได้ถูกต้องและมีความม่ันใจสูงมาก (99.97% และ 99.85%) 
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ข้อความยาวที่มีอารมณ์หลักชัดเจนเชิงลบ (รีวิวลําดับ 2): ทั้งสองโมเดลจําแนกเป็น Negative 

ได้ถูกต้องและมีความม่ันใจสูงมาก (99.97% และ 99.95%) 

ข้อความยาวท่ีมีหลายบริบทผสมกัน (รีวิวลําดับ 3): ท้ังสองโมเดลให้ผลลัพธ์ท่ีแตกต่างกัน WCB 

+ BiLSTM จําแนกเป็น Negative (72.69%) ในขณะที่ WCB จําแนกเป็น Positive (85.48%) โดย

ท้ังสองมีค่าความม่ันใจต่ํากว่ากรณีอ่ืนอย่างมาก 



 

 

 

 

 

บทที่ 5  
สรุป อภิปรายผล และข้อเสนอแนะ 

5.1 สรุปผลและอภิปรายผล 

5.1.1  สรุปผล 

การวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาโมเดลในการจําแนกความรู้สึกจากข้อความภาษาไทย และ

ประยุกต์ใช้เทคนิคการประมวลผลภาษาธรรมชาติร่วมกับโมเดล LSTM ในการจําแนกความรู้สึก โดย

ใช้ WangchanBERTa เป็นโมเดลพื้นฐานและพัฒนาสถาปัตยกรรมเพิ่มเติม 4 แบบ ประกอบด้วย 

WCB, WCB + BiLSTM, WCB + CNN + BiLSTM และ WCB (4-Layers) + BiLSTM ทดลองบนชุด

ข้อมูล Wisesight Sentiment Corpus จํานวน 11,118 ตัวอย่าง ที่จําแนกเป็น 2 คลาส (เชิงบวก

และเชิงลบ) โดยประเมินผลด้วย 5-fold cross-validation ผลการวิจัยสามารถสรุปได้ดังน้ี 

ด้านประสิทธิภาพของโมเดล จากการทดลอง พบว่า WCB + BiLSTM ให้ประสิทธิภาพสูงสุดใน

การจําแนกความรู้สึกภาษาไทย โดยได้ Accuracy 90.93% และ F1-Score 90.54% ซึ่งสูงกว่าโมเดล

พื้นฐาน (WCB) ที่ได้ Accuracy 90.33% และ F1-Score 89.92% คิดเป็นการเพิ่มขึ้น 0.60% และ 

0.62% ตามลําดับ ผลลัพธ์นี้แสดงให้เห็นว่าการเพิ่มชั้น BiLSTM ช่วยปรับปรุงความสามารถในการจับ

ความสัมพันธ์ระหว่างคําและบริบทในข้อความภาษาไทยได้อย่างมีประสิทธิภาพ ในขณะท่ีโมเดล WCB 

+ CNN + BiLSTM ให้ประสิทธิภาพตํ่าสุด โดยได้ Accuracy 90.14% และ F1-Score 89.73% ตํ่า

กว่าโมเดลพื้นฐานเล็กน้อย แต่ให้ค่า AUC สูงสุดที่ 95.83% แสดงความสามารถที่ดีในการจัดลําดับ

ความน่าจะเป็น 

ด้านความเสถียรของโมเดล การวิเคราะห์ค่าเบี่ยงเบนมาตรฐานแสดงให้เห็นว่า WCB มีความ

เสถียรสูงสุดในทุกเมตริก โดยมีค่าเบี ่ยงเบนมาตรฐานเพียง 0.32%, 0.33% และ 0.22% ใน 

Accuracy, F1-Score และ AUC ตามลําดับ ในขณะท่ี WCB + BiLSTM มีความผันแปรสูงใน AUC ท่ี 

1.22% แม้จะให้ประสิทธิภาพโดยรวมสูงสุด โมเดล WCB + CNN + BiLSTM และ WCB (4-Layers) 

+ BiLSTM มีความเสถียรในระดับปานกลาง ความเสถียรเป็นปัจจัยสําคัญในการนําโมเดลไปใช้งาน

จริง เน่ืองจากสะท้อนถึงความน่าเช่ือถือของประสิทธิภาพในสถานการณ์ต่างๆ 

ด้านเวลาในการฝึกสอน WCB ใช้เวลาเพียง 4.58 ชั่วโมง เร็วที่สุดในบรรดาโมเดลทั้ง 4 แบบ 

WCB + BiLSTM ใช้เวลา 5.68 ชั่วโมง เพิ่มขึ้นเพียง 24% แต่ได้ประสิทธิภาพที่สูงขึ้นอย่างมีนัยสําคัญ 

แสดงให้เห็นถึงความคุ้มค่าของการเพิ่มความซับซ้อน ในขณะที่ WCB (4-Layers) + BiLSTM ใช้

เวลานานที่สุดที่ 6.11 ชั่วโมง เพิ่มขึ้น 33% แต่ไม่ได้ประสิทธิภาพสูงสุด ดังนั้นการพิจารณาระหว่าง

เวลาการฝึกสอนและประสิทธิภาพเป็นส่ิงสําคัญในการเลือกใช้โมเดล 
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ด้านความสามารถในการจําแนกตามบริบท การทดสอบกับข้อความตัวอย่างแสดงให้เห็นว่าท้ัง

สองโมเดลที่มีประสิทธิภาพสูงสุด (WCB + BiLSTM และ WCB) สามารถจําแนกข้อความที่มีอารมณ์

ชัดเจนได้อย่างแม่นยําสูงมาก โดยมีความมั่นใจมากกว่า 99% สําหรับข้อความสั้นและข้อความยาวที่มี

อารมณ์หลักชัดเจน อย่างไรก็ตาม โมเดลมีข้อจํากัดกับข้อความที่มีความรู้สึกผสมหรือมีหลายบริบท

ผสมกัน โดยค่าความมั่นใจลดลงอย่างมากเหลือเพียง 71-87% และทั้งสองโมเดลอาจให้ผลลัพธ์ท่ี

แตกต่างกัน ข้อจํากัดนี้สะท้อนถึงความท้าทายในการจําแนกความรู้สึกแบบ binary สําหรับข้อความท่ี

มีท้ังด้านบวกและลบ 

5.1.2  อภิปรายผล 

ประสิทธิภาพของ BiLSTM ในการปรับปรุงโมเดล ผลการวิจัยแสดงให้เห็นว่าการเพิ ่มช้ัน 

BiLSTM เพียงอย่างเด ียวให้ผลลัพธ์ท ี ่ด ีท ี ่ส ุด สอดคล้องกับงานวิจ ัยของ Khamphakdee & 

Seresangtakul (2023) ที่แสดงให้เห็นถึงประสิทธิภาพของ deep learning สําหรับการวิเคราะห์

ความรู้สึกภาษาไทย ความสําเร็จของ BiLSTM น่าจะเกิดจากความสามารถในการจับ long-term 

dependencies และความสัมพันธ์ของบริบทในทั้งสองทิศทาง ซึ่งเหมาะสมกับลักษณะของภาษาไทย

ที่บริบทมีความสําคัญต่อความหมาย นอกจากนี้ BiLSTM ยังสามารถประมวลผลข้อมูลลําดับท่ี 

WangchanBERTa สกัดออกมาได้อย่างมีประสิทธิภาพ ทําให้โมเดลสามารถเข้าใจความรู ้สึกใน

ข้อความได้ละเอียดข้ึน 

ผลกระทบของความซับซ้อนต่อประสิทธิภาพ ข้อค้นพบที่น่าสนใจคือการเพิ่มความซับซ้อนมาก

เกินไปไม่ได้นําไปสู่ประสิทธิภาพที่ดีขึ้นเสมอไป ดังเห็นได้จากโมเดล WCB + CNN + BiLSTM ที่ให้

ประสิทธิภาพตํ่ากว่าทั้ง WCB + BiLSTM และโมเดลพื้นฐาน การเพิ่ม CNN layer อาจทําให้เกิด 

overfitting หรือความซับซ้อนที่ไม่จําเป็น เนื่องจาก WangchanBERTa สามารถจับ local patterns 

ได้ดีอยู่แล้ว การเพิ่ม CNN จึงอาจไม่ได้เพิ่มมูลค่าเท่าที่ควร ผลการวิจัยนี้สอดคล้องกับหลักการ 

Occam's Razor ที่ระบุว่าโมเดลที่เรียบง่ายกว่ามักให้ผลลัพธ์ที่ดีกว่าหากประสิทธิภาพใกล้เคียงกัน 

และสนับสนุนข้อเสนอของ Suraratchai & Phoomvuthisarn (2024) ที่เน้นความสําคัญของการ

เลือกสถาปัตยกรรมท่ีเหมาะสม 

การใช้หลาย layers ของ BERT โมเดล WCB (4-Layers) + BiLSTM ที่ใช้ข้อมูลจาก 4 ช้ัน

สุดท้ายให้ผลลัพธ์ที่อยู่ระหว่างโมเดลพื้นฐานและ WCB + BiLSTM แม้จะใช้เวลาฝึกสอนมากที่สุด 

ผลลัพธ์นี้บ่งชี้ว่าการใช้หลาย layers อาจช่วยให้โมเดลเข้าถึง representations ในระดับต่างๆ ได้

หลากหลายขึ้น แต่อาจมีข้อมูลซํ้าซ้อนหรือไม่สอดคล้องกันระหว่าง layers สอดคล้องกับผลการวิจัย

ของ Boquio & Naval Jr. (2024) ที่แสดงว่า multi-layer pooling strategies ต้องมีการออกแบบ

อย่างรอบคอบจึงจะได้ผลลัพธ์ที่ดี การใช้เพียง CLS token จาก layer สุดท้าย (โมเดลพื้นฐาน) หรือ

เพ่ิม BiLSTM บน layer สุดท้ายอาจเพียงพอสําหรับงานจําแนกความรู้สึกภาษาไทยแบบ binary 
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ความสมดุลระหว่างประสิทธิภาพและทรัพยากร ผลการวิจัยแสดงให้เห็นถึงความจําเป็นในการ

พิจารณาท้ังประสิทธิภาพและทรัพยากรท่ีใช้ แม้ WCB + BiLSTM จะให้ประสิทธิภาพสูงสุด แต่โมเดล

พื้นฐาน (WCB) ก็มีข้อได้เปรียบในด้านความเร็วและความเสถียร สําหรับการใช้งานที่ต้องการความ

รวดเร็วหรือมีทรัพยากรจํากัด โมเดลพื้นฐานอาจเป็นตัวเลือกที่เหมาะสมกว่า ในขณะที่การใช้งานท่ี

เน้นความแม่นยําสูงสุด WCB + BiLSTM คุ้มค่ากับเวลาท่ีเพ่ิมข้ึนเพียง 24% การพิจารณาน้ีสะท้อนถึง

ความเป็นจริงในการนําโมเดลไปใช้งานจริงในภาคธุรกิจ ซึ่งต้องมีความสมดุลระหว่างประสิทธิภาพ

และต้นทุน 

ข้อจํากัดในการจําแนกความรู้สึกผสม การทดสอบกับข้อความตัวอย่างเผยให้เห็นข้อจํากัด

สําคัญของการจําแนกแบบ binary กับข้อความที่มีความรู้สึกผสมหรือหลายบริบท โมเดลทั้งสองมี

ความมั่นใจลดลงอย่างมากและอาจให้ผลลัพธ์ที่แตกต่างกันสําหรับข้อความประเภทนี้ ข้อจํากัดน้ี

สะท้อนถึงความซับซ้อนของภาษาไทยในโลกออนไลน์ ซึ่งผู้ใช้มักแสดงความคิดเห็นหลายด้านใน

ข้อความเดียว เช่น ชมเชยสินค้าแต่ตําหนิบริการ หรือให้รีวิวที่มีทั้งด้านบวกและลบ สําหรับการใช้งาน

จริง อาจต้องพิจารณาการพัฒนาโมเดลที่สามารถจําแนกความรู้สึกแบบ multi-label หรือ aspect-

based sentiment analysis เพ่ือจัดการกับความซับซ้อนน้ีได้ดีข้ึน 

ความเหมาะสมกับลักษณะของภาษาไทย ความสําเร็จของทุกโมเดลที่พัฒนาขึ้น (Accuracy 

มากกว่า 90%) แสดงให้เห็นว่า WangchanBERTa ที่ได้รับการฝึกอบรมเฉพาะกับภาษาไทยเป็น

พื้นฐานที่แข็งแกร่งสําหรับการประมวลผลภาษาไทย แม้ภาษาไทยจะมีความท้าทายหลายประการ 

เช่น การไม่มีการเว้นวรรคระหว่างคํา ระบบวรรณยุกต์ที่ซับซ้อน และการใช้คําซํ้าเพื่อเน้นความหมาย 

แต่ Pre-trained Language Model ที่ออกแบบมาเฉพาะสามารถจัดการกับลักษณะเฉพาะเหล่านี้ได้

อย ่างม ีประส ิทธ ิภาพ สอดคล ้องก ับงานว ิจ ัยของ Lowphansirikul et al. (2021) ที ่พ ัฒนา 

WangchanBERTa ข้ึนมา 

การสนับสนุนวัตถุประสงค์การวิจัย ผลการวิจัยนี้สนับสนุนวัตถุประสงค์ทั้งสองข้อของการวิจัย

อย่างชัดเจน ประการแรก โมเดลที่พัฒนาขึ้นทั้งหมดแสดงความสามารถในการจําแนกความรู้สึกจาก

ข้อความภาษาไทยได้อย่างมีประสิทธิภาพ โดย WCB + BiLSTM ให้ผลลัพธ์ที่ดีที่สุด ประการที่สอง 

การประยุกต์ใช้เทคนิค NLP ร่วมกับ LSTM (โดยเฉพาะ BiLSTM) ได้พิสูจน์แล้วว่าสามารถปรับปรุง

ประสิทธิภาพของโมเดลได้อย่างมีนัยสําคัญ นอกจากนี้ โมเดลที่พัฒนาขึ้นยังสามารถนําไปประยุกต์ใช้

ในการวิเคราะห์ความรู้สึกเพื่อสนับสนุนการทํางานใน Back Office ได้จริง และการเผยแพร่บน 

Hugging Face ทําให้นักพัฒนาสามารถเข้าถึงและนําไปต่อยอดได้อย่างสะดวก 
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5.2  ข้อเสนอแนะ 

ข้อเสนอแนะสําหรับการนําไปใช้งาน สําหรับการนําโมเดลไปใช้งานจริง ควรพิจารณาเลือก

โมเดลตามบริบทการใช้งาน หากต้องการความแม่นยําสูงสุดและมีทรัพยากรเพียงพอ ควรใช้ WCB + 

BiLSTM แต่หากต้องการความรวดเร็วและความเสถียร โมเดล WCB อาจเหมาะสมกว่า นอกจากน้ี 

ควรตระหนักถึงข้อจํากัดของโมเดลในการจําแนกข้อความที่มีความรู้สึกผสม และอาจต้องมีกลไกเสริม 

เช่น การตั้งค่า threshold สําหรับความมั่นใจหรือการส่งข้อความที่มีความมั่นใจตํ่าไปตรวจสอบด้วย

มนุษย์ 

ข้อเสนอแนะสําหรับการวิจัยต่อยอด การวิจัยในอนาคตควรพัฒนาโมเดลที่สามารถจําแนก

ความรู้สึกแบบ multi-label หรือ aspect-based sentiment analysis เพื่อจัดการกับข้อความที่มี

หลายประเด็นหรือความรู้สึกผสมได้ดีขึ้น ควรทดลองกับชุดข้อมูลที่หลากหลายมากขึ้น รวมถึงข้อมูล

จากแพลตฟอร์มต่างๆ และโดเมนอื่นๆ เพื่อประเมินความสามารถในการ generalize ของโมเดล 

นอกจากนี้ ควรศึกษาเทคนิค ensemble learning หรือ multi-task learning ที่อาจช่วยปรับปรุง

ประสิทธิภาพและความสามารถในการจัดการกับข้อความท่ีซับซ้อนได้ดีข้ึน 

ข้อเสนอแนะสําหรับการพัฒนาต่อเนื่อง ควรพัฒนาโมเดลให้สามารถจัดการกับภาษาไทยที่มี

การพัฒนาและเปลี่ยนแปลงอยู่เสมอ โดยเฉพาะคําสแลงและการใช้ภาษาใหม่ๆ ในสื่อสังคมออนไลน์ 

การอัพเดทโมเดลด้วยข้อมูลใหม่เป็นระยะจะช่วยรักษาประสิทธิภาพและความเกี่ยวข้องของโมเดล 

นอกจากนี ้ ควรพัฒนาเครื ่องมือและ API ที่ใช้งานง่ายสําหรับนักพัฒนาที ่ต้องการนําโมเดลไป

ประยุกต์ใช้ในระบบของตนเอง เพื่อส่งเสริมการนําไปใช้งานจริงในวงกว้าง การสร้างชุมชนนักพัฒนาท่ี

สามารถแบ่งปันประสบการณ์และปรับปรุงโมเดลร่วมกันจะช่วยให้การพัฒนาการวิเคราะห์ความรู้สึก

ภาษาไทยก้าวหน้าต่อไปอย่างย่ังยืน 

นอกจากน้ี สําหรับการพัฒนาโมเดลท่ีรองรับข้อความท่ียาวเกินกว่า 128 tokens ซ่ึงอาจพบได้

บ่อยในบางโดเมน เช่น บทวิจารณ์ผลิตภัณฑ์ บทความข่าว หรือบทสนทนาท่ีมีหลายประเด็น ควร

พิจารณาใช้เทคนิค Sentence Embedding หรือ Representation Learning ในระดับประโยคหรือ

เอกสาร เพ่ือจัดการกับข้อจํากัดของความยาวข้อความในโมเดล BERT มาตรฐาน งานวิจัยล่าสุด 

เช่น Nakwak et al. (2023) และ Phatthiyaphaibun & Lowphansirikul (2024) แสดงให้เห็นว่า

การใช้ Sentence Embedding สามารถช่วยให้โมเดลประมวลผลข้อความยาวได้อย่างมี

ประสิทธิภาพมากข้ึน โดยยังคงรักษาความหมายและบริบทของเน้ือหาได้ครบถ้วน 
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การเรียกใช้งานโมเดลและ Web Interface 

 

1. รายละเอียดโมเดลและข้อมูลประกอบ 

ผู้วิจัยได้จัดเก็บรายละเอียดโมเดล ข้อมูลชุดข้อมูล และผลการประเมินไว้บน Hugging Face 

Hub  เพ ื ่ อ ให ้ ผ ู ้ อ ื ่ น ส ามารถ เข ้ า ถ ึ ง และตรวจสอบได ้  โ ดยสามารถ เข ้ า ใช ้ ง านผ ่ าน 

https://huggingface.co/Dusit-P/thai-sentiment แสดงหน้าผลลัพธ์การเข้าถึงได้ ตามภาพท่ี ก-1 

 

 
ภาพท่ี ก-1 แสดงหน้าหลักส่วนของ Model card บน Hugging Face 
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2.การเรียกใช้งานโมเดลผ่าน Python 

ผู้ใช้งานสามารถดาวน์โหลดและเรียกใช้งานโมเดลได้โดยตรงจาก Hugging Face Hub ผ่าน 

Python ตามตัวอย่างโค้ดแสดงดังภาพท่ี ก-2 

 

โค้ดตัวอย่าง 

 
ภาพท่ี ก-2 การเรียกใช้งานโมเดล 
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ตัวอย่างผลลัพธ์ท่ีได้แสดงได้ดังภาพท่ี ก-3 

 
ภาพท่ี ก-3 ผลผลลัพธ์จากการเรียกใช้งานโมเดล 

 

3.การใช้งานผ่าน Web Interface (Gradio บน Hugging Face Spaces) 

เพื่ออํานวยความสะดวกแก่ผู้ใช้ทั่วไป ผู้วิจัยได้พัฒนา Web Interface บน Hugging Face 

Spaces โดยใช้ Gradio ผู้ใช้เพียงกรอกข้อความภาษาไทยแล้วกด Predict ระบบจะแสดงผลลัพธ์เป็น 

Pos i t ive หร ือ  Negat ive พร ้อมระด ับความม ั ่ น ใจ "  ด ้ วยการเข ้ า ใช ้ งานผ ่ านล ิ งค ์ น้ี  

 

3.1 เม่ือเข้าใช้งานด้วยลิงค์ https://huggingface.co/spaces/Dusit-P/thai-sentiment-GUI 

จะพบว่าหน้าหลัก ซึ่งสามารถเลือกโมเดลได้จากด้านบนสุด และเลือกรูปแบบการทํานายได้ 2 แบบ 

โดยแบบแรก คือ ทํานายแบบทีละข้อความในการเลือกที่  Single แสดงดังภาพที่ ก-4 และผลลัพธ์ท่ี

ได้จากการทํานายดังภาพท่ี ก-5 

 
ภาพท่ี ก-4 แสดง Web Interface การใช้งานวิเคราะห์ข้อความ 

https://huggingface.co/spaces/Dusit-P/thai-sentiment-GUI
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ภาพท่ี ก-5 แสดงผลลัพธ์จากการวิเคราะห์ข้อความ 

 

3.2. การทํานายแบบวิเคราะห์ไฟล์ CSV โดยจะมีคําอธิบายเพิ่มเติมในการใช้งาน และสามาร

เลือกคอลัมน์ได้เอง เพื่อใช้ในการวิเคราะห์ โดยแบ่งเป็นการเลือกคอลัมน์เพื่อใช้เป็นข้อความ และอีก

คอลัมน์เพื่อใช้ดูมุมมองเพิ่มเติม เช่นดูการทํานายมุมมองร้านค้า แสดงดังภาพที่ ก-6 และผลลัพธ์ที่ได้

จากการทํานายดังภาพท่ี ก-7 

 

 
ภาพท่ี ก-6 แสดง Web Interface การทํานายแบบวิเคราะห์ไฟล์ CSV 
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ภาพท่ี ก-7 แสดงผลลัพธ์จากการทํานายแบบวิเคราะห์ไฟล์ CSV 
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ประวัติผู้เขียน 

 

ช่ือ  นายดุสิต ศิริสาคร 

ช่ือการค้นคว้าอิสระ ระบบวิเคราะห์ความรู้สึกจากข้อความรีวิวภาษาไทยด้วยเทคนิค

หน่วยความจําระยะส้ัน 

สาขาวิชา  วิทยาศาสตร์ข้อมูลเพ่ือนวัตกรรม 

ประวัติ สําเร็จการศึกษา ระดับปริญญาตรี สาขาวิชาวิทยาการคอมพิวเตอร์ 

คณะวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลัยสวนดุสิต 
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