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ABSTRACT

This research aims to develop sentiment classification models for Thai text
by applying Natural Language Processing techniques through pre-trained Thai
language models combined with memory-extended models capable of handling
longer data sequences. Four model architectures were developed: baseline model,
bidirectional processing-enhanced model, feature extraction with bidirectional
processing hybrid model, and a model utilizing the last four layers. Experiments
were conducted on a dataset containing 11,118 samples divided into two classes:
positive and negative. The results showed that the bidirectional processing-
enhanced model achieved the highest performance with 90.93% accuracy. This
research demonstrates that appropriate integration of pre-trained language models
with memory-extended sequential processing models can effectively develop Thai

sentiment classification systems.

(Total 68 Pages)
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uni 1
unin
1.1 annudunuazanudrAgyveslym

)

TugaRdriadaqiu n1siesizrausdnainueniny (Sentiment Analysis) lananaidu
LA 0 DAAY

NyaglneIanInig g aunsawilannufaiukarANganesgnailnosns

= a Aa

snfuariivsednsam lasamwgnisiieszniiauauasuinsi fuimaumaaly
uwnasWesuSaoufistuardedsnuooulan msmmmaﬁ’wLLuﬂmwgﬁﬂL%qmﬂLLazL%aaumﬂ
ﬁzTam'mmaﬁﬁyio;asjlmmlusi’wzsﬁwiﬁsjﬂszﬂa‘umsamﬁaﬂ%’wiamﬁmﬁ’msﬁuazu?mi
IURLNNTAAIA LOEABUALBIAIINABINITVIANATLAAD T U MTRALINITILATIEN
ArwgAndnuaminedinaundgiuaumienaisysens Wesnawilveddnvas
IELANA1EINAISangy 1wy nsludinnsuisinsenned (wu “Guaifiundads
597) srunassngnafitugeu (au “lii” fu “li” fenumnensiu) waensladdiite
WUATEYVENG (WU “Fuinuinun” vide “uusue”) Bnvinislenuiludedinuseulatuas
uwanslesyiiadindenunainuansuagauAnaTeasIAgs wu mslumanas f1ee wagns
maummuﬁwimmwﬂmLLazmmé’qﬂqw (19 “a'ilaﬁlu’?ﬂﬂﬂﬂﬂ”, “Fuisfast un’, “Toipoy
555+, “Sfudqaiue”, “so so ug”, “lasai”) Anwagmanivilnnisussiananiwlngnes
pdEuuIsTlanzr s da Ut Uty

armnmnuluamunisidousidein lnsawignisiamn Transformer-based models
i BERT laasnenisidsuutasndaddnyluainisnisussanananvisssusni n1swam
WangchanBERTa lae Lowphansirikul et al. (2021) gadu Pre-trained Language Model i
2ONLULN AN ZE T UMY Ing loit,améfﬂsmﬂ‘vﬂ,um31J%’wqwsx§w%mwasim’?ﬁfazi’wﬁzy
U890 Khamphakdee waz Seresangtakul (2023) Tauandlmdiunisle deep learning
dnfunsinsgnausdnatningaunsolvaruuiugigeis 92.25% deioidunadngd
ussiulauaragnoulnituiadneninvesmeluladdagtu Yagiu mawnfusdesdiouay
Tuwadwiunsinsginnusandanuagmmnntu Tnefiuinig AP mngliinismelng
U Google Cloud Natural Language API, OpenAl uag Microsoft Azure Cognitive
Services fianunsalyaulasiuil uonaind gl open-source models ag frameworks
wnuefitnimuansatlsaula esidlsinn lunafiiussavsamguanmazaniy
mwlnelpsanzinnesdsauinisfias vdenssinnudevglunisusuunduaaios v

Tnyuszneumsvuadnuazinimuiiilvenadaeddlaenn 11uideves Suraratchai uae



Phoomvuthisarn (2024) Taglniunislymaia ensemble learning 2 pre-trained
models mmmﬂ%’wqwsz?{w%mwmﬁmiwﬁmmgﬁﬂmmlwaigasmﬁﬂizﬁw%mw
VUL Boquio ez Naval Jr. (2024) wanslmidiua multi-layer pooling strategies f
aunsauiinUszansnmwedumalawuiy senslsfiny mswSeuiisvandnenssuluea
e 9 sgnaduszuudnadulsadiuiiviaula Tnewniznisfnudiuieudiou Pure BERT
baseline, BERT+BILSTM, BERT+CNN+BILSTM uaginaiin weighted pooling Tusuieaiu
dmsunwilneg Sadsillonalunisinviuaziaunaeluiomaadaenssuiilvaadns
Wanzauan

paemni uiteadedFauunsiaunlueanissunanusdnniwlneds
Uﬁzﬁw%quqLLazwgaMI%ﬂwua%a Toely WangchanBERTa Favdu Pre-trained Language
Model ﬁaaﬂLLU‘U@HLawwé’wi’ummimLﬂuﬁugm LLazﬂszqﬂﬁisngﬂﬁﬂ Bidirectional
LSTM (BILSTM) saufuan dmenssudu o i asiuanuaunsalunissuanuduiusias
U UNVBIV AN U TEE Waukaznagdeuluing 4 aa1dnenssy taun (1)
WangchanBERTa baseline (WCB) (2) WangchanBERTa 59UAU BILSTM (WCB + BILSTM)
(3) WangchanBERTa 590U CNN waz BILSTM (WCB + CNN + BILSTM) waz (4)
WangchanBERTa 4 layers weighted pooling 57U BILSTM (WCB (4-Layers) + BiLSTM)
dlevnanidnenssuivangaufigadmiumssuunausinarwlne niifedidenlunis
Fuundu 2 Aana (Bauinuazdisau) Lﬁaamﬂmsﬂizqﬂ@?&gmu’l,umﬂqsﬁaéauﬁlmngmms
nsAAulauuY binary WislsnaunuyUsuUsBnAueuazuinTg iU MslATEREIIAuAT
Tu e-commerce MsnsaasuawAnTululndsaiiie uagnatauszuUTemdognan
Saluslh wona1nil binary classification SaflauSeuaslunmsimuwadwsuaznsiiluly
UIFY

Arwddyresddeiogfinisanilueaiilufowndussdnsaimgs undsannsn
wriwazildlselnas desludenluane Imsﬁ,uLmaﬁﬂ’mmsﬁu%gmwwwéuu Hugging
Face Model Hub ‘W';all Interactive Demo W1 Gradio Spaces LLazﬁ’JaéNmﬂ%améjw
Python ilelwiiniianuasyUszneunmswuiadnannsniluussgnalalaviuf nadwsilla
wuituuamdunsiannlueansiengienusdnaiwilnefidussansam wosdu
wipaflofinsoulrauaidlunisatiuayunisinauaiu Back Office uazn1s3AT1ZMAL

AnLiuYedanAlURAINIAIEE0 TN



1.2 InqUszaeAn133Y
Wenmulinan1sTunANdnannvenuniwing lneussynalunadanis

U3EU8NAN5ITUYIR (NLP) il’JﬂJﬁUIZJLﬂa LSTM

1.3 Y9UUAYDINITINY

v £%
[

neideitaunveuisly 4 aundn laun Auveya anliaa Amun1sUszidung
wazaunnneunan1sley Tngluauvesweyalsgnuoya Wisesight Sentiment Corpus
$1uan 26,737 vearuntmlug aseuaauyeld 2016-aul 2019 veaulugAveya
Uﬁzﬂauo;aaﬁwaﬁwﬁu Positive, Neutral, Negative lLa¢ Question GﬁaLﬂu%aﬂmufMﬂ?iaﬁﬂﬂu
soulauilynwilnenardluguuulaidunienis wu $39dua unaun 91 vielawan Ty
awizveyaiiueunIas1rLey luTveyaduyaea e asnaudnuazmslunvaiees
wlvuoaulay mawisuveyalafinsaunieundavoyaaiuyana fnvan1 e Taanu
giAu 2,000 fadnws videvemuiilaliniwilne Tnefumsasnafauarludhnmunuati
diesnuuiunuaslassasanienty

Tuauveslaea Ty WangchanBERTa (WCB) idulanmadany wazinanszgnasiudy
amﬁmnsmﬁu 19;Lm' Bidirectional LSTM (BiLSTM), Convolutional Neural Network (CNN)
uazn13ly 4 Layers aanevas WCB iloasaianinosuniuaumang lngaaniuunisnmaes

Tu 4 aardmenssuAe WCB, WCB + BILSTM, WCB + CNN + BILSTM uag WCB (4 Layers) +

'
a a a

BILSTM n1sUseiiiudseansnmvssunazanivmnenssulymaiia 5-Fold Stratified Cross-

£
a v Ao 1Y

Validation lagfl@iadinnan 19;Lml Accuracy, F1-Score wag Area Under the Curve (AUQ)
Score titoUsziiiunaludsanfognssauay
nsnageulinaziuTeRNLf e TiilEnvaLLANATSTY WU YeRINLEY TeRy
Fugeu nevenuRuSUNTatsTy enedeuauasavedumalunisUszinanaly
A0UNITUDI éauﬁuaqmmaLLW%LLaxmsﬂsxqﬂ@;’Lﬁgmu sztmulumaiinsonlynuassuy
Hugging Face Model Hub ‘W;QEJ Interactive Demo W1 Gradio Spaces LLangﬂmm
Python iielvgiannanusatilunesenlalngnss sisil vastvesnisidueyfinisdauun
WUU 2 52U (Lan/av) ity WeuanuuuduaznnilulsnudsUfin mmsveaes

ManLAA L HUUUANNKINGaY Google Colab waglyvayadnuvadien



1.4 YYIUANNLANIE

141 MeieTennmgan (Sentiment Analysis) nianeds nsguaunislemeiianis
Uszanananwsssuikaznisdsusvenaioniiossy usnuey wazsuunanusdnuie
TruaRTLaniooniuwenIy

1.4.2 WangchanBERTa w318 &3 Pre-trained Language Model  wWaiu1lag
AlResearch Uuﬁugmﬁuaﬂamﬁmaﬂssu RoBERTa ﬁlg%’umiﬂﬂamuLawwzﬁuszjazgammlm
yunlvgyn 78GB e lmmnzanfunsUstnanantwlnglagiane

1.4.3 Bidirectional LSTM (BILSTM) nanedie an1imenssulasevieuszamiiiond
Uszananavoyadiuluisaesfiens (luagndu) weeudu eduaruduiusuazuiunves
%azgalﬁ;}a&mﬂiaumu 1nglan1zn133u long-term dependencies Tuweny

1.4.4 Convolutional Neural Network (CNN) #u1e)s andnanssulassvieuszam
dieuilgnissndiuns convolution ieadnfllaesainveya tsaunsndu local patterns
waz n-gram features Tuvarullnoensiiuszansam

1.4.5 Hugging Face a8 wanwesud s uwUIdusarlyay machine learning
models Tagiamny natural language processing models ivaelniniannausandouas

Toauluealnane

1.5 Uszlgvuinazlasu
1.5.1 wadwsvesddeannisailudszenalelunisiiasiznanugdnvesveniny

nenlng Weatduayunisineluaiu Back Office

1.5.2 lamaiiamundugnimewnsuy Hugging Face wialntininuwagyiaulaaunse

lunegenuazUszennlonule



uni 2
NOUHATUIILNNYIVY
unithiauaiuafn ngul wasimalianunsUsznananIsTINER (NLP) fif1mes

funsiwunvenunwiing lnsiilemaseurauanidnenssulumawazinaiaidndu

ANNSUNTASIUUINADWNDIATIZNHALILUNVDAINY A9l

2.1 Mmsesenanuganluntwine (Thai Sentiment Analysis)

miﬁmswﬁmwiﬁﬂ (Sentiment Analysis) tuaiwmi weani1suseulana
AE55TUBIA (Natural Language Processing: NLP) ﬁﬁmmﬁﬁﬁtya&jwmﬂuqﬂﬁ%ﬁa
Jagtiu maaszuuinsenanusandmiunwilneduanunimeiuadladesnn
M neSiEn vz ELANANIINA TSN weEtn

2.1.1 mmﬁwmmmmﬁmeﬁmmiﬁﬂmwﬂm

awlnefidnvazionevaigysenisiivilunisinseanusdndanuduyeu
Usznsusn mslufinisiaunssasenined (No Word Boundary) virlwnnssasdudaym
‘ﬁugmﬁﬁﬂﬁm (Theeramunkong & Usanavasin, 2001) Uixmiﬁﬂm mﬁﬁizumiimqﬂ(ﬁ;ﬁ
Fugeunarnslemgilewuaunune Usznsiiann nsledee Aauas uazdhuseed
wannvangludedsrueaula (Lowphansirikul et al, 2021)

UITBVDY Suriyawongkul et al. (2019) Fmdiuanenunmendneanisinsze
ﬂamgﬁﬂﬂmﬂwwizﬂauﬁw (1 mieumLLﬂausqmﬁgaagaﬁﬁﬂmmmawmm’mqj (2) mu
wannanevesn e ukarmslyn e ludesevlat (3) msnaunausEINen T e as
mwdingulurernuiioaty waz (@) vSunmeTausssufiinanenisuanseennisensual

2.1.2 Wannmsvesiinmsieszaruganawine

msv”v’wmiwuﬁLﬂiwzﬁmmiﬁﬂmwlwalc-?r;immﬁif@umﬂ'mm"?%ﬂﬁl,l,wégaLﬁaﬂ,ﬂé
F3nsfiviuasTennnty lugeusne Yn3deleisniswuy Rule-based uaz Lexicon-based lng
p1demaLIynINAUANN e TN Tues (Haruechaiyasak et al,, 2013) 138013
wanfiarlnadnsiinnuleee wallvesaialunsdnnstuaudureuresnvsssuni
waznslonmuniinannvansludesdenueeulay

noun15l35n15wUY Machine Learning Sulasupnudouund u Kulpanich &

Thaiprayoon (2019) #ia@ueni1shy Support Vector Machine (SVM) sauffuinaia feature



engineering ﬁﬁﬂizﬁ%%ﬂﬂwﬁ’m%UﬂﬁaLﬂiﬁ3‘1/??1’3’13@??%«]1ﬂ%@ﬂ’ﬁﬂ%ﬁ?ﬂé@ﬁﬂ«!‘ﬁﬂﬁﬂﬂ%ﬁl
Tnely TF-IDF waz N-gram features saufunsuszsnanaswmuiimnyauiunwing

2.13 m‘iLsalﬁéﬁmsuaﬂ Deep Learning

n1suuvaila Deep Learning mﬂﬁtﬁumﬁmeﬁmmgﬁﬂmmimS'mTumﬂmﬂ%
Recurrent Neural Networks (RNN) & & ¥ Long Short-Term Memory (LSTM)
Limkonchotiwat et al. (2019) lauansluifiuan BILSTM anunsadudisuvesiuazusumly
Usslonmuilnglannisnsuuusadu Tneawslunsaifivenuillassaseiidugounied
nsladnnuiineserfeusunlumsinaia

AN drdaiaduiile Transformer architecture gnunu1Uszgnaley iy
mMwilve Tneanizn1sWann Pre-trained Language Models Tanzianzasdmsunwile
LGU"u ThAIKer (Limkonchotiwat et al., 2022) &z WangchanBERTa (Lowphansirikul et al.,
2021) FdlaFunsiineusuuuteyaniwiinevuialnguaziansseans i Mdoslusy

downstream tasks #1149 S3UTINTAATIENAUSEN

2.2 lama BERT wazaanunenssy Transformer

2.2.1 99n31UY89 BERT Architecture
Bidirectional Encoder Representations from Transformers (BERT) 7 Warualae
Devlin et al. (2018) lﬁqﬂﬁfaaﬂmi Natural Language Processing MENFLEUBLLIRANS
L?EJU{LLUUE‘I@W]QﬂVlN (Bidirectional Learning) N7 Transformer architecture BERT 1‘5
\ATA Masked Language Modeling (MLM) ay Next Sentence Prediction (NSP) Tunns
HnausULUY self-supervised learning Uuéaja;gaéuumimg
an10nenssuves BERT Useneuniedu Transformer Encoder naneduiiwouiu lag
LLmlazsﬁguﬁ Multi-Head Self-Attention Mechanism wag Feed-Forward Networks mﬂ{;
Self-Attention iglvlumaanusadumuduiussemnsdlulselealnegnivssansam
TnelaTuifusvezmeesiludsslen
222 grsndamansues Self-Attention Mechanism
meluunay Transformer block (Rauansluning 2-1) azUs¥naunig Multi-Head
Self-Attention Mechanism ﬁﬁmiﬁﬂmmﬁﬂﬁz(}uery, Key, Value matrices:
Q = XWAQ (2-1)
K = XWAK (2-2)



V = XWAV (2-3)
Attention scores:

Attention(Q,K,V) = softmax(QKAT/vd_k)V (2-4)
Multi-Head Attention:

MultiHead(Q,K,V) = Concat(head 1,..,head h)WAO (2-5)

head i = Attention(QW_iAQ, KW _iAK, VW _iAV) (2-6)
Tnedi X fie input embeddings, WAQ, WAK, WAV fo learned weight matrices, d_k

fio dimension WB4 key vectors lay h Aad1uIU attention heads

W =768 x num_classes

CO) TN B - Hiddensize =768 — shape = num_classesx 1
1 TEXT INPUT  E—
-
ENCODER 1 — — —
ENCODER? S ) 5 sormMax
ENCODER 3 | N | ar— L/
ENCODER4 ® -
: IEE —,
ENCODER 11 (| - [ —
- [ an RN
BERTTRANSFORMER :

A 2-1 aa1dmenssy BERT base model

(A1Wan: ResearchGate, 2023)

INANT 2-1 9ziuan BERT Usenaunig 12 $u Encoder igouriu lnsunazdu
Encoder a¢lunaln Multi-Head Self-Attention MUgRS (2-1) fe (2-6) A LiteUstanana
contextual representations vaewen11u lumadl hidden size = 768 LLazﬁyuqmﬁaa linear
layer 4ag softmax layer dm§un1ssuunUszLAnvoAIY ﬂ']‘iblwasuaa%aagal,?mmﬂ text
input WU BERT transformer layers wazkan output m3UaU downstream tasks #139

223 %aﬁsuaa Bidirectional Context

veRvdnves BERT ﬁ@ﬂ’]iﬁ’lmiﬂL%EJugﬁ]’lﬂU%Usz\‘iﬁa\‘iﬁﬂVl’]\‘i (left-to-right uag right-
to-left) nyeusy Fewanaainlunanwuuussiniieuweruiiasfienianidu n1s
Bouguuuassiiamsinelileailaviunvesdilainn nslamelunsdifiaumneves

ﬁﬁuﬁ’uﬁwﬁagﬂ’qmwumasmwé’q



224 mssw%agamﬂﬁms%’jusuaq BERT

Devlin et al. (2018) a3unealAs@s198e BERT Usznoumenansdy (layers) Faun
agdufinunfinisdousdunnanstu lnstuarswosdunaaziuunisiousnudnvueds
TAs9d319 (syntactic features) W NsTaaRUALasAMLdNTUslEInsal Funatsay
wamam%aylaﬁgaL%ﬂﬂiqa'ﬁywqu,am%qmmuma (semantic features) mmzﬁ%ﬁuuuqmuﬁu
msﬁaugﬂmwma@w%w (contextual semantic features) ﬁQﬁ?umiimsgaagamwma
Fumsonfuagraslule representation finseunquuarauysaniy Weifleufunislufies
Fuvugavie CLS token ag1uifien

Galal et al. (2024) 15‘151&1415@5&?%’%1141Lwﬂﬁﬂmiiw%ﬁjgaﬁ]m last four layers
(layer 9-12) w89 BERT Tngla weighted sum dadunisimualmimiin (weight) veunaz
layer mmﬁaSaugléjl,aqmﬂmﬁﬂﬂiuma vinlusyuvanusadenla layer Tadaaudn ]

WINNAAEMTUNITATN representation YasvBAIIM ITHUVIBAANTFYIFBVOLAEATY UaL

ﬁ’]ﬁ\lﬁiﬂ%ﬂ‘iﬁ'}ﬂﬁﬁuﬁmﬂﬁi%ﬁ’)’]x‘i%@&lﬂﬁL%QIﬂﬁx‘iﬁi’NLLa%ﬁﬂ’ﬁiJﬁiﬂﬁJ

- , _—»{ Linear/ T1_}—{ Softmax }—_
BERT Layer 12 } 1 —{ BERT Layer }“‘"“-*{ Linear / T2_}—+{_Softmax ,}~~.,\

- ~O\
| BERT Layer 11 }\ )
| BERT Layer 10 }\\ \‘{ BERT Layer P»-’{ Linear / T1_}—{ Softmax |} ~ x .

BERT Layer 0 }\ \ "+ Linear /T2 j—{ Softmax }"'z:i::_ 3:
II'\, ————_—»{ Linear/ T1 }—={ Softmax }-/ - g
\ ‘[M}‘i"“—-{ Linear / T2 }—»{ Softmax }"Vv{ \ / ’

BERT /—,—

" BERT Layer | _—»{_Linear / T1_}—={ Softmax }_7//
Layer |- '
‘[ﬁ}— —={_Linear / T2 }—{_Softmax }—

AW 2-2 1155941 hidden states 970 4 GuAAMEYES BERT

(nWann: Galal et al., 2024)

2.3 WangchanBERTa d@wsuniwnlng

2.3.1 anudnduves Pre-trained Language Model dwsunwlng

N15WauA Pre-trained Language Models @1915un1wbneiduninusndussnou
\dlosan BERT dudugnilneusuuuveyantndingudundn shindussavsamdnfndmsy
n1w1lng Lowphansirikul et al. (2021) 1a 4 I uaanuuann 1958913190187 lneuas
awdanguluaiuana wu ssuumadeuilufinisinusse naflssuuissugnadidugey

waglasaaseameliensuNLAnaIg



2.3.2 andnunssuiagn1susuyieves WangchanBERTa

WangchanBERTa 11 RoBERTa-based model lasumsitamnlag AResearch Ine
msﬁﬂauwuu%agamwimwmimj 78.5 GB ﬂ?iiamaumﬂLméﬂﬁgagaﬁ%mﬂwma 584
Wikipedia nelng, vnanddnunmlulssimalne, Inanwazreuaunaindeledeaiiie,
Fulafinainlasans OpenSubtitles wagwayaanns crawl ulsaneg ulsznelng
(Lowphansirikul et al., 2021)

IumaﬂfgﬂaaﬂqumLﬁaﬂﬁzmawammlmimaLa‘ww Tneloaa1dnanssy BERT
(Bidirectional Encoder Representations from Transformers) SUdyﬂaEJuliuﬂa;u Encoder-
only gawauddnyuesantinenssuide Bidirectional Encoder fianunsauszatanavonItu
lna1nve g1eldean war varluene wseuiu sirlvlumaiwile usun (contextiuaz
Auduius vesrlneg1auaugn wsnzdmiusuniu Natural Language Understanding
(NLU) 1 n1531uunveniny (Text Classification) wagn133insignaudniiu (Sentiment
Analysis)

%’jumaumil,m%au%azgal,l,az Tokenization

dosnawlnefaudureu wu lufinisnwssassmne, nsaznawuuludy
119713 (slang) uagenluufiAad unasaian Fsmosdininadsuveyaneulouaiglung
WangchanBERTa Iﬂ&ﬂfg SentencePiece Tokenizer %ﬂgﬂﬁﬂmLawwﬁm%J‘lJmmbL%EJLﬁa%;
a1u150uu 31y subword %3 wordpiece louuug g o f u “U'UEJLLﬂyﬂ'zy‘m Out-of-
Vocabulary (OOV) wazifinusyavsnmlunisusvananavonny

MsUSulsanddmsunwilnelu WangchanBERTa Tawn:

1. SentencePiece Tokenizer — UsutgsnszurUN AR lmmnzanfudnumzane
w93n1w1lng

2. Vocabulary Expansion - W13 1ALATALATOUARLTBIAGIAT (vocabulary) n
AsouAquAEInglANINE Ty

3. Whole Word Masking — Tinedia Whole Word Masking ﬁﬁﬂﬁmmaﬁau'gﬂmﬁﬁ

[ ' ! = ! ! o U ¥
W (whole word) lalweaugeevesn wanzauiulasw@s1evesnIwlng



anUnenssulumg

Good for: natural language
understanding (NLU)
e.g., Text classification

PX) = [ Plar | o)
t=1

B D
S,

Bidirectional

Encoder

FT1rs
A_C_E

BERT
(Encoder-only)

WangchanBERTa

A 2-3 daTnenssuved WangchanBERTa
(mwan: VisAl, 2025)

Thssasnsluna WangchanBERTa Usznausie:

e 412 %u Transformer Encoder

e 12 Attention Heads

e Hidden State 9uUn 768

e fiwesenunUszann 110 a1ush

. iaa%’Ummmwaﬁammaaqm 512 tokens

FBnsiineusy

10

luina WangchanBERTa luwalla Masked Language Modeling (MLM) Tunsineusu

Fadunisqueenunattulseleauailvlumariinediimely Ine luly Next Sentence

Prediction (NSP) #13Lb13919989 RoBERTa Fenunlnuseansn1nina BERT saudiy

233 msUszynalvluau Sentiment Analysis

AIUANEINTAIUNTUTAUIUNURIN 1 INEBE19ANT S WangchanBERTa J9t4sny

@115 Sentiment Analysis 1wy N153ATITAUANTIUYI YN IIFUAT USNS Y50

Inanuudadenuesulay Inslunavsvislnaiuisauenyssiananugdnlaosauuug

WU WU 1W9AU wsenans 9 (Positive, Negative, Neutral)
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2.4 Bidirectional LSTM

[

2.4.1 MouiugIuved LSTM

LSTM (Long Short-Term Memory) \dulassueyszamifisnuuy Recurrent Neural
Network (RNN) fignifuntuiieundamvdnues RNN dadu laun Japmnismeluves
nsfeun (Vanishing Gradient Problem) way ﬂfyjmm'ﬁimﬁmaqmwﬁwwj (Exploding
Gradient Problem) 6’??@Lﬁmsﬁmﬁ'a‘[uLmagamﬁaug%aagaﬁﬁu (Sequential Data) f1fiA2731812

wn wu Ysgleaveany nstuiinides viseveyasunsuiian (Time Series)

Al >
o\.
softmax |
A
r N
(,<l >
»(%) ¥ ¢ > |
I—1>
h ¢
tan
<t—1>
a> —5_
— B >
forget update tanh out’;ut (l<’ >
LSTM cell
\ '
<
X >

Al 2-4 Taseasnaves LSTM
(nWaN: baeldung, 2025)
LSTM Usznaums 3 nalnudn (Gates) laun
1. Forget Gate
o shwnfidadulanae "Au’ veyalalu Memory Cell
® ELsgﬂlﬁ Sigmoid Activation Function Lﬁ@lﬁwaﬁwéaéizmw 0891
o ailna 0 vanes Auveya, arlna 1 el uveyaly
2. Input Gate
o rwunrmeyalulamsgnifisielu Memory Cell

Yo . = L a ' = YoolA <
e 13 Sigmoid taszyveYanITYNLUnell waz Tanh WBds19ANLAY
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3. Output Gate
o naularwayalaain Memory Cell avgnaseanludsdudaly
o elv LSTM annsathaeyafisndululsnulaesramnya
qmﬂﬂmmam'gmaa LSTM
ft=0WFf-[h {t1}, x ]+ b f) (2-7) # Forget gate
i t=0W_i [h {t-1}, x t]+ b ) (2-8) # Input gate
C t=tanh(W C-[h {t-1}, x t] + b O (2-9) # Candidate values
CR=f R C{t-1}+i tgC t (2-10) # Cell state
ot=0W o-[h {t-1},x t]+ b o) (2-11) # Output gate
h t=o0 t*tanh(C t) (2-12) # Hidden state
Iﬂ&Jﬁl O fAv siemoid function, W 0 weight matrices, b A bias vectors
2.4.2 dnwarYa3 Bidirectional LSTM
unsiauilassne LSTM wuudain Tnawiuauanunsalunisussananatoyaann
fsapsfieniansouty fe Forward LSTM fidszananaveyaainyas unuludagaduan
uaw Backward LSTM fiuszananaanyadudnseundvludigaiuay 35dvaelnluiaa
mmsm%‘auﬁ usun (context)1®yaalwqamqsajmﬂﬁyu Tagtanizlusrulszuiana
AMY1555U%% (Natural Language Processing: NLP) A mﬁmﬁwﬁmmgﬁﬂ (Sentiment
Analysis) A58 MUNUSTLANY DAY (Text Classification) wagn15kUan191 (Machine
Translation) Tun159191u BILSTM 2y unadnsandaesfianaeinieiu wu msdeuns
WU Concatenation %138 M352UUULRAY (Average) nouazamaludtudnly 1wy Dense

Layer %39 Softmax LWayinn1snensad

outputs

A 4
backward
layer LSTM LSTM }{ LSTM )«~ cee b
A

A A

Iforwafd — LSTM LSTM j LSTM }—> -+ —p{ LSTM }—>
ayer »

inputs Xt Xt X Xt

mwﬁ 2-5 1A59@57190849 LSTM wuu@asfidnng (Bidirectional LSTM)

(nwann: baeldung, 2025)
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213U 2-5 az1iuan Bidirectional LSTM Usznaunisdu LSTM @aadufivineu
weniu 1ne forward layer Usgananaain X {t-1} 1U X_T way backward layer Usziana
910 X_T1U X_{t-1 waé’wémﬂﬂ%aaqﬁﬁmwsgﬂsawgwﬁwﬁ’w,ﬂu output a,mﬁw
gnsdmiu Bidirectional LSTM:
—h t = LSTM forward(x_t, —h {t-1}) (2-13)
«—h t = LSTM backward(x_t, «—h {t+1}) (2-14)
it =Nt —h ] (2-15)
Tnod —h tuay <—h t Ao hidden states 31N AN149 forward kas backward
AR
243 voRuazvaideves Bidirectional LSTM
{faﬁ:
1. U'%‘umaugiaj: emmaL'%EJugmﬂiTaagaﬁgqaﬁmu,azamﬂm
2. Ussavdnngs: Tinadwsfianilusy classification tasks
3. Mswlu3unN: rdmSunuTin e TR UUS UNTde g
vaide:
1. Arudugou: limdwennsuinna unidirectional LSTM
2. vaUszanawa: aedlanalunsineusuannam

3. Real-time limitations: lutvunedmsUNUNNDINISHAINSLUU real-time

2.5 Convolutional Neural Networks §14%5U Text Classification

251 wdnmsiugiuves CNN dwsureany

Convolutional Neural Networks (CNN) fiiflnsunisimundmsumsUssaananin
léjgﬂﬁwmmzqﬂﬁiﬁgﬁmmﬂizmawamMﬁﬁﬁmwaaéﬂaﬁﬂﬁzﬁw%mw UYBY Kim (2014)
unislunuusnfivanddmiiuin NN mmmﬁauﬁ local features wag n-gram patterns

Tapenefiuszansan
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Convolutional Relu "
Input Matrix Maxpooling dropout
B Layer Acnvate Function B B
duiie (cab”2-mv; A1) [FITTTTTTT T
woa (m@;ng~1) | Fihot 1 .11
01 (c@;ng"3) | |Fke{2
m (t3;°1) | |Fitof 3 ~o
~
e (7#;§2) .11 (n-4+1)x1x64 (n-4+1)x1x64 SNk
i (wa;~3) | ‘ N
3n (rak~4)
:::g 1 I (n-3+ lixlx64 (n-3+1)xTx62 /
Padding with T
Zu.om\;vza:& n x k-dimension O s 5
Poem Category: n = 72 words (n-2+ 1)x1x64 (,, 2+1)x1x64 S 5T
Sentiment Analysis: n = 18 words Category Size
k-dimension = 200 Feature Maps 192x1 Poem Category = 7 cate

Sentiment Analysis = 3 type
S

Fully Connected Layer with Dropout

Al 2-6 an1TRENsIN CNN d1315U Text Classification
(n7wan: PJJOP, 2025)
252 ghsndneanived CNN dmsureni
nszvILuNsHugILEIInMILaseralmdusdunnme e (word embeddings):
X = [x11,00%% ¥og N} (2-16)
Mt CNN 9gUszananans 1D convolution WlaRspaidnuaInafunNmes:
C i = flW * X_{isi+h-1} + b) (2-17)
AnadNsavIARzgnT iy feature map:
Feature map =[C 1,C 2, .., C {n-h+1}] (2-18)
Max Pooling Operation:
pooled feature = max(Feature _map) (2-19)
Iﬂﬂﬁ:
e W f8 filter weights
« h fe filter size
« ff® activation function
. Cifomiilands convolution vawumusd i
253 “Jaasuaﬂ CNN Tueau Sentiment Analysis
1. Local Pattern Recognition: CNN @111509U local patterns wag n-gram features
I
2. Translation Invariance: @n3adu patterns talaglugufusumuslureni
3. Computational Efficiency: Usrananaliinan RNN-based models

4. Multiple Filter Sizes: @wnsaly filter vianevLnALie T patterns fivannwane
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2.6 Loss Functions wag Weighted Cross Entropy

261 Tammesweyaitluauna
Tu91u sentiment analysis "Jauuaﬁﬂ%ﬁmiﬂﬁzmaﬁlﬁauﬂa (imbalanced dataset)
%wmstmiwmaﬂmaﬁsﬂjaagammimmaﬁuq peaildedndiey n1sly Cross Entropy Loss
wuutnionaviivlueaoudeslussaanaiidvoyaunnna
2.6.2 Weighted Cross Entropy Loss
Weighted Cross Entropy Lﬂumiﬂﬁlﬂqﬂ standard cross entropy Iﬂamﬂﬂzﬁmﬁﬂﬁ
AU UL AATE:
Standard Cross Entropy:
CE = -X(y i * log(y ) (2-20)
Weighted Cross Entropy:
WCE = -3(w_i *y i* log(y i) (2-21)
Teit w i fethmindmsunand i
263 msfuativin
Alumsdnanimin:
1. Inverse Frequency Weighting:
w_i =n_total / (n_classes * n_i) (2-22)
2. Effective Number of Samples:
wi=01-B)/1-BMn i) (2-23)
Iﬂﬂﬁ:

n_total ABYIUIUAIDYIVIINALA

n_classes ABIIUIUAANAVIUNA

n_i Aeduiuieentlunaa i

B o hyperparameter (sl 0.9 W@ 0.99)

2.6.4 VoRves Weighted Cross Entropy
1. Balance Leaming: 1elnluaaifausinamadiivoyauoslafiu
2. Improved Minority Class Performance: fiusgavsnmlunissuunaniaifiveya
uoY

3. Flexible Weighting: @snsausuivtinlasmuanudAguosinazaaid
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4. Better Generalization: 8AN13 overfitting maﬂmaﬁﬁmagamm

2.7 nsuseiiiunanas K-Fold Cross Validation

2.7.1 anuddnveinisuseiiunadivangas
nsUszifiunalunadmsvanuiinsenanugdnsudunadefadia (metrics) 4
panvane ielnlayuuesiiasumuieatulssaninmaadlinee Insomyossbaiievoya
finsnszangluauna (imbalanced data) vinfiansanifies Accuracy sgaiiisrenariluie
aranalanaiaiadon
Accuracy usi¥aftuguiils indnauveamaineiignaesianun un Brodersen
et al. (2010) Flwdiuan mnveyadinisnsyarsliauga lueaeadiuuiluiunesanizaand
fifleyaunnnan awmaluan Accuracy gge una3s q uadlwealulawlavidonsaaduamadiil
%agaﬁaﬂlgﬁ ﬁaﬁu%nmﬂ% metrics g‘u lfUIu Precision, Recall, F1-score %58 ROC-AUC S'w
pe ileUsziiulszavsnmvadlunalaseunuaniu,
2.7.2 wvi3ngnsUseiiueg
Precision, Recall was F1 Score
Precision = TP / (TP + FP) (2-24)
Recall = TP / (TP + FN) (2-25)
F1-Score = 2 x (Precision x Recall) / (Precision + Recall) (2-26)
F1-Score LfluAnfinawsevang Precision uay Recall lu1aae iy Lﬁ'aazﬁaummau@a
sgvaegnAaslun1eYiig (Precision) LarA1uATEUAGNTEIN1IYNLY (Recall) sy
dwfunsdifineanisinuseansnmveslunaluroyafionnluauga wndansauunis
Usziflunannsanvesunazaaalnense vanesudseniy Sentiment Analysis (L. Yang et
al., 2019) uuzthluly F1-Score \usmingndn iosnasmeudssdvsnmlnssnilain
Accuracy ievoyalianna
2.7.3 K-Fold Cross Validation
K-Fold Cross Validation tumefiaunsgilumsdszdulinng Tnsuusweyasonidu
k g My wagly k-1 arudmunisilneusy was 1 daudmdumsvageu finsly k-fold
cross-validation Lﬁummgﬁﬂum‘iﬂizLﬁuimﬂa Kohavi (1995) lauanslwiiuan 5-fold

9139 10-fold cross-validation nn1sUszanaui@analadmsulsyansnnvealiina
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Dataset 5-Fold Cross-Validation

5 Models Are Scored

AT 2-7 M13991uT84 K-Fold Cross Validation
(nwann: datacamp, 2024)
FATNITATUIN
CV_Score = (1/k) x ¥(Score i) (2-28)
CV_Std = v[(1/k) x ¥(Score i- CV_Score)?] (2-29)
Stratified Sampling ﬁﬂﬁ%jugayjamﬁauﬂa nsly stratified sampling vud 50y
dielvusag fold Tdmaumesaaafiniiouiuoyanuatiu Sechidis et al. (2011) lnfigaun
WBillunsuszanadifnmnmsauuuuiily
2.7.4 msvasiu Overfitting
Farly Stopping watlA early stopping ﬁaaﬁaaﬁ’u overfitting Imaqummiﬁﬂamu
SlousrAvsnmuumeyanaaeulufinisuulse Prechelt (1998) lauandlmiiium early
stopping L0wwATlA regularization fifuszavnm
Dropout Llaig Weight Decay A5l dropout k&g weight decay Lﬂumﬂﬁﬂmm;ﬁsm
TunisUeaiiy overfitting Srivastava et al. (2014) 1éjﬁqaﬁﬂizaw'§mwmaﬂ dropout Tun1s

U5UU59n15 generalize vasliing

2.8 iteRiieaves

Suraratchai & Phoomvuthisarn (2024) Tpstaunluimauuy Parallel Hybrid Tagin
WangchanBERTa snrausauiuaa dmnenssy CNN wag BILSTM Tuguiuunied 3 wuamng
lawn CNN Weumafu BILSTM, BILSTM Weunaiu CNN way Parallel Hybrid 7 CNN wag

[ Y]
s [y

BILSTM Usei3ananvuIuuLadIsiunadnsiuinleiy g3dulvynveya Wisesight Sentiment
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Corpus 15 a4 pana (Positive, Negative, Neutral, Question) 37U1U 26,676 20ANY LAy
Thai Children's Tales dataset 37u3u 1,115 %amw Iﬂ&JLLﬂﬂ%@gjagﬁaéj@ﬁﬁﬁu train-
validation-test 19 60:20:20 uazUszfiudseansnmnae macro Fl-score way accuracy
NAN1TMAABINUIN Parallel Hybrid architecture 1%&4@5%5@1‘%@53851 macro F1 qaqm‘ﬁ'
0.6270 5998911AD CNN-BILSTM filaA1 macro F1 = 0.6123 uag BILSTM-CNN filaa1
macro F1 = 0.6057 vefvesnuiifeluna Parallel Hybrid awnsadnnisiuremuditaa
srumnenaiulasuaznisly WangchanBERTa waelnilaanuanlavunawilnglanty us
vaideAelinadimudurouanihlvlaningnsnsiumnnuazUssavsnmiladinsdives
dmiunsuTulss

Khamphakdee & Seresangtakul (2023) l3sudiouUsyans mnweamaila word
embedding 61'1\‘1"“] 59089 Word2Vec (CBOW wag skip-gram), FastText Wwag
WangchanBERTa sauffulaiaanisiousidadn 9 wuu laun CNN, LSTM, BILSTM, GRU,
BIGRU, CNN-LSTM, CNN-BILSTM, CNN-GRU wa# CNN-BIGRU drfun1siiasienanugn
Tulpuuulseusy g 3doas1sgaveyaiialsausuniwilnesuau 22,018 18013 wuadu
positive 11,086 18113 ka¥ negative 10,932 516015 1ABLUITEYANIBSNI AU train-
validation-test 10w 70:15:15 LLasﬂizLﬁuNac;w accuracy, precision, recall wag Fl-score
NAN13AN®MUIT WangchanBERTa TviszAnSamAfiannae accuracy asanil 92.25%,
precision 92.04%, recall 92.91% waz Fl-score 92.47% BUnToNIINISHANHAITZNING
CNN fiu Word2Vec skip-gram ‘1'71'16; accuracy 91.70% uwag XML-RoBERTa ‘1'71'19; accuracy
91.95% luvauzdi multilingual BERT dUssansaneuinmae accuracy e 75.45% 2o
vosuiifionsly WangchanBERTa filaunisiineusuianefureyaniwilneuandidiu
UszAnSamiianan multilingual models pgnsfifadrfyuazni1sUszananatoyanay
PyThaiNLP mmimJ%’Uﬂqwizﬁw%mwﬁjﬂﬁzmm 29% usverdeRenudfuiuuanis binary
classification waznslyreyanmelulaunilswsuvilnlunaeidliansn generalize lof
Tulaudug

Galal et al. (2024) lavin1sAneanuamisivalunisasns sentence embedding
dfusuduuntenu (text classification) Ineaiuufimsuiuusiinmsfseyaanyans
Fuvos BERT uitolutla representation fifiamnngsiu Tnoyidulaiauauuifn Last-a
Weighted Layer @sfaroaain 4 fuganie (ayer 9-12) ves BERT wzamitu Ingluiwmiin
unazduanusaisuslaomnunszuumsiinluna 99t representation fanamazgnas

noludtunaudunUssinn yaveyailvlun1snnasinsounqumaislawmy Wy sentiment
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analysis uag sarcasm detection WioUsziupnuanunsaveanafiafitliaue Kan1svnaes
WU Last-4 Weighted Layer anansasiudsyansnmuedunalainiissaiuosnadniey
WU mean pooling M%@ﬂﬂﬂsg CLS token wuusin Tnetamizluaiu sarcasm detection @
F1-score vadlanmarfindusdu 64.41% %qqqﬂﬁwaé’wémaﬁ%ﬁugmﬂszmm 3-4% wonanil
Favurinaiaiasinlumaiinaiosunntuwazaunse seneralize larvuiionaaauiiu
ﬁqmeﬂja;gamﬂumwszmw éﬁﬁaﬁalgLauaﬂsauLLmﬁmmimmm&%’juLLwﬁu U P-SUM @y
H-SUM ieiUSeuiiieunan1snaass uaannnan1suseiit Huuianienssiauuuauueme
Last-0 Weighted Layer fiUszAvBnmgsninuasdaudugouvesluinading wangdmsy
iluszgnalsauaidlunuduunteniiy laglanizau sentiment analysis wags1di
GTENmi contextual representation AEININES

Lehecka et al. (2020) aain pooling layer architecture ﬁﬁﬂﬂagj‘uu BERT models
Lﬁaﬂ‘%ﬂqﬂﬂmmwmiﬁﬂLLUﬂU'ﬁzLﬂﬂuﬂ’m Large-scale Multi-label Text Classification
(LMTQ) Iﬂﬂﬂﬂiiau%auﬁmﬂ standard [CLS] token fiu pooled sequence output Alaann
nsUsTInaraTERUYeeRIL é%%ai%sqm%auua Wikipedia Tugnamwfiunnasiu tnely
pre-trained BERT models 7 I ALHEADEI5ITULLAZNARDUNSNAUNATUTZNIN Max
pooling kag mean pooling GLUEULLUUGII’N"”] m'ﬁﬂﬁzLﬁuma”LGgLam'%ﬂémmgmé’m%’U multi-
label classification mamﬁmaaa‘wudﬁmimauwmuﬁayjamﬂ max pooling ey mean
pooling TvnsusuussUssansnmitgaiianidienSsuifisusunsly [CLS] token Liiasoens
LAY %aﬁsuamuﬁﬁaLLam‘LﬁLﬁuiwm{L%%ayjamﬂ sequence output Wavaasaniu [CLS)
token @1unsaUTuUTIUsEANSamlusu large-scale classification lauazdsmsianinse
Uszgnalufu BERT models Aifieglnglunsanisnisfinousalue wnvaidsfonuidslula
nageufulauudug uenwiloan Wikipedia uazlufinisdnuiuiouiouiu state-of-the-
art models 8u¢ lumanandy

Innork et al. (2023) lavi1n1s@nwussuiisuluima multi-class sentiment

o

classification d5u319gnAlsausulagly BERT model dmsun1siiasiznainusdnly

Y
[ v ¥

voruawilne yidelsyareyadiilsusunwilnewasszgnalyimada deep learning
m'w'] 59109N13 fine-tuning BERT model Wiolmmunzaufusu sentiment classification
Tulawulsausy nsUsefiunale accuracy wag Fl-score Wundn nanisnaaosuansluiiu
21 BERT model ndszansnndisdounie accuracy‘ﬁ 89.31% waz Fl-score 71 89.43%
Fegeannauidenoumnilulasufeiu vefvesnuiifonisinausiimsfiiussansam
a

dunmsiiesenanusdndmivgaamnssunisneuiieiwaglsusy wasnaansilaauise
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Py UsznaunislunIsnevausInoNaEINYaINAT kavaldeforuideiuumanisla
Tssusuuarodluanansaussnalvlaffulaaudun Taonss

Talaat (2023) TafnwnsWRuISEUU sentiment analysis classification sy hybrid
BERT models lngn1suaunay DistilBERT waz RoBERTa fiu BIGRU way BILSTM layers
Wariuauansalunsiudduuasanuduiusuasweniny §isennass 4 anndnenssu
N VLélLLﬂI DistilBERT+BIGRU, DistilBERT+BIiLSTM, RoBERTa+BiGRU Lei¢ RoBERTa+BiLSTM
Tnennaousiansdlfisl emoji uarluil emoji Tueanu yaveyailadsenauniy Twitter
sentiment datasets kag IMDB movie reviews 531U3za84 50,000 samples N13UseiliuNg
GL{IJ accuracy, precision, recall Wag Fl-score Tngwseufisunu classical machine learning
methods Wae individual pre-trained models HANITNAABINUIT ROBERTa+BIGRU 1'1;
Uizﬁwﬁmwﬁaﬁqﬂﬂﬂﬁ: accuracy 94.2% Wag Fl-score 0.941 ﬁm%’u%@uﬂaﬁim‘ﬁ emoji
uedl DistilBERT+BILSTM wineaufuteyafiil emoji Ingla Fi-score 0.923 sl BIGRU
wanaUsEAnSandinna BILSTM lunisuseanana short text sequences

Chaisen et al. (2024) 19%3’%3‘148 zero-shot interpretable sentiment analysis
framework 7INANNAIY sentiment polarity extraction AU WangchanBERTa model e
AnseneugAnniwilnglaglumesnmsveyafineusianizaiu yidewanszuLiiannsn
seyuaratn sentiment polarity 91nvoAulaes1980luTR Tngltinada attention
mechanism iiariuaNaILIsalunIsAnILNAENS Gqﬂsgayjamégwmaauﬂﬁzﬂaugw Thai
social media posts 97uU 12,500 iﬁ&lmimmmamWa{mﬁNﬂ 32009 Twitter uag
Facebook m‘iﬂimﬁumaléﬁy accuracy, Fl-score uag interpretability metrics 1ng
W3suiflouiu baseline models nansnaassuanslynfiun framework fijiaueanuseln
accuracyﬁ' 82.3% wag macro Fl-score 7 0.791 Iﬂ&ﬂﬂi@?@ﬂmi domain-specific training
data velaiUssudrdnyAenuaiunsaluniselunewnparesnnTTuun sentiment 11y
attention visualization Fswaelvgluilanisviuveduinalafity

Boquio & Naval Jr. (2024) Tadnwnsly hybrid multi-layer pooled representations
910 BERT @1115U37U automated essay scoring lag@anaIniuiIng canonical fine-tuning
LUUR LY rzﬁa‘i’mauamﬁw representations nmaneduTes BERT miumaila hybrid
pooling strategy FHAUNAUTEAN weighted averaging ILa¢ attention-based aggregation
Lﬁai’u%a;gammzé’u linguistic abstraction AuANANFL sqm%a;ﬂaﬁiﬁgﬁa ASAP Automated
Essay Scoring dataset FausznaumeBssruveinBeusiuau 12,978 ety uuseenidu

8 prompt sets N13Uszfiunaly Quadratic Weishted Kappa (QWK) score umdn saufu
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Pearson correlation Wag Spearman correlation t:\lamiﬁ/lﬂaam‘uﬁﬂ hybrid multi-layer
pooling 1vnadwsfianan standard BERT fine-tuning Iaela QWK score 1ade 0.764
W3BuLBUAY 0.731 194 baseline BERT n151l% weighted combination v04 layers 6-12

' '
aaa

wanUsEAnSnmnange laeangdmiu essays NANNEILAEANLTUTOUES
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3.1 AMNIINYBINT5I98 (Overview of Research Process)

ma"?éi’aﬁyt,ﬁuﬂﬁ?a”aL%qﬂszqﬂm‘f (Applied Research) LagN1513 LT INAADY
(Experimental Research) 1'71'14'&Lﬁumiﬂ’muﬂuLﬂamilﬁ%aug@aﬁﬂ (Deep Learning) @%5u
msienenanaganturenuniwilne Tasussgnaleiaia Bidirectional LSTM i
WangchanBERTa itewfiuaanuanunsatunisduauduiusuazuiunvesmeniy suidely
LLu’WleiL%EJugLL‘UUﬁmi@JLLa (Supervised Leamning) 1uma%€1Lmﬂﬁszmwmmgﬁmﬁu 2
sedfu fio AugAnLGsuan (Positive Sentiment) wazAmzANIBsaU (Negative Sentiment)

nseiumeasiienfunseunufnmsiaLlnaLUUUSBUT B (Comparative
Model Development) Tnela35n153 9o eUSunas (Quantitative Research Approach) Tu
nsiauasiUSeuiieudsyansamvedunand muidiamadaiidunnssuluemidde

ANUNNTUTEUIBNANIYITITUYR

LS 2
iasvayauay o NISLNYLLNSG
y mswauluna MsUssiiiuna
n‘mﬂmm Illl..ﬁ
Data Source & Exploratory Data Model Development Model Evaluation Model Deployment
Preprocessing Analysis
a5
— £/
- G 1z o

: © : ; ;

AN 3-1 NTDULLIANYDNIUINY

11N 31 wanensandunisidelaenuseanidu 5 Funsundn laun (1)
Lma'wyaaguaLLazmim?amyaQa (Data Source & Preprocessing) (2) msa"ﬁmmyaga
(Exploratory Data Analysis) (3) n1swaiunluina (Model Development) (4) n15Useidiung
(Model Evaluation) waz (5) Mstweunslinea (Model Deployment) lnsunazduneuiinai
\Jouloauazamanoriuesnaneliles

miAdeiiauuasnagevandasnsuluafiunnanafu 4 Loy vugeveyaLieiuy
wazlymaia 5-Fold Stratified Cross-validation 1fi elvlananisuszifiuiidefelauas
ansaFoudisulnosradusssu mawIeudievandaonssunney finguszasaiiion
Tumafingaufigadmiunissuunarugdnniwilne nsomensinyisyansninues

nsUsyenaly BILSTM wazandnenssuaus lunisusuluanuansavesdieg
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UBNIINNTHAUILIAALAT N1TIT8ATIHTITINNIN1TMAABIN1TUTEYNALYIUIT

(Practical Application Testing) Inatiluinadlanasnanuwaundussuvadanainsasu

q
[

voauuazlinan slinsenaugdnia MsveassifiyadszaaiioUssiduanudululaly

n1suluealulyauase wasmeunsgyuruTnWAILINIY Hugging Face Platform wiialv

anunsaintaasiluussenalalalagludeanlyany

3.2 Lmax‘i“uagaLl,a::ﬂ’lil,ﬁl%amaa&a (Data Source & Preprocessing)

3.2.1 Lma'a%aaga (Data Source)

n1539ua5 il lsgaveya Wisesight Sentiment Corpus @i ugnvoyanaug an
awilneitlasunstamuilasuiem Wisesight (Thailand) Co., Ltd. safugueuinddeniy
N9USENIaHANETTNTIR YAveyaiUsznouatsvonuawilneandedanuooulan
#1399 TIueA 26,737 vaa1 Tnsumazrenulasunissiuunausandu 4 Ussinn

Tawn 1@euan (positive), 1B9au (negative), luUNa19 (neutral), wagAau (question)

[V T V)
v

Fusun1sivensad wivelasaidanianizvemnuniuissiduidudauiniazidau

Y

iy ielvaeneassiungUusrasansitefigauunmsuuneusinuuy 2 s amwaln
lpsgpmayatioau 11,601 veam wustuvemmdauan 4,778 vemnu (41.2%) uLazvemi
9au 6,823 1AM (58.8%)

wmalunsdonlagnveya Wisesight Sentiment Corpus finansuszns Usgniausn
yaveyaifvualugmefissdmiunmsineusulinanaiFousidedn Ussnsfides veya
lafunsmsraaeuuazsuunireiidulaegdssg vilvdanuundeiogs sgnnsfia
vonrulugavoyamnannslanuaidudedinuesulau Tsazvoudnuaznslyniwilnela
Hueensd mudsnslusiauas Mee wagnsuausauAwITivarnvae

3.2.2 miLm'%ElaJ“JayJa (Data Preprocessing)

nszuIuNswseveyaiutuneuddgamanenunmvedlunaimuITy n1333e

(%
[ [J

adsilddunsmtouveyarutuneunsluil

n13n583%03a (Data Filtering) iFunumeonisdndoniamzrenuiidvisiiudu
"pos" (positive) wag "neg" (negative) mﬂﬁqmégau”aguaﬁ’u 26,737 319715 WnedavenIudid
Ureriusdu "neu” (neutral) was "q" (question) aenld 19;155’8%@ 11,601 579113 Funeuil
yelndgmnsduuniinnudanuwssmnzantuingUssasansidofinesnisasdinng

bUU binary classification
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nsTANLEzAYEAIL (Text Cleaning) fvflun1savssausznauiilusduesnain
Y9A2M 19U URL, Biua, inTewmunenssanaufisisey, uasiasnusiauiludaumng
Fumeuiimsandyayrasuniu (noise) Tuveyauagynlunaaunsolwdalufidemdide
vosvaaulALINTY

n15UsEIIanan ¥ bny (Thai Laneuage Processing) 1l a991naunlned dnway
amzfiuannsnaSingy 1wy mslufinsinussesenaned maldnusfivey uaznis
Tyassaugne #39e3sluad esiloUsrinanantuivedmngay saudannsdnanistunision
swadnasy (character encoding) Tuiu UTF-8 tiosessudnuslneesisgnaes

N19AI9ABUAMNINYEYA (Data Quality Assessment) ¥11N150919d0UTBANLTN
wWan veanuiifianziidnusiivy warvenrmiiinuammi veyadlumunamnamua s
QNARBaNANYATOLA MEIAINNTLUINNITINATINAYEINLAZATITABUANNTHIAS DAY 0
voyagANIEUsENaUAY 11,118 8aa wuadureruidauin 4,481 1913 (40.3%) uay
YoANULTAY 6,637 91613 (59.7%)

£23 miLL‘UI\‘i{JIaZﬂaLLaz Cross-Validation

nsuus oy akaznsUszliunaiiuduneui fauddynoauudedoves
nan33ds n193deilaimeiin 5-Fold Stratified Cross-Validation ffugavayavisnun 11,118
51913 iellanisussidiulssaninmilietielauarananfiainnisuuseya

N371191Uve9 5-Fold Cross-Validation

Yoy ananua 11,118 918n1539zgnuvsaanidu 5 auwmng fu (folds) lagly33
Stratified Sampling iie3nwdaauvasineiiiuluunay fold lnadestugeeyanuaty
Tuumazsountsvaaes avle 4 a1y (Uszanm 8,894 118013 wie 80%) dvsunisilnevsy
Taea uazdn 1 adu (Useann 2,224 519015 ve 20%) dvsunisnaaeulazyseiiuna
nszvIuMsEavhEvtun 5 seu Tasluunazseuazrgudeulunn fold ladugansaaaon
pdtaz 1 sou

mi%’ﬂméi’méau{fayla (Stratified Sampling)

A5l Stratified Sampling ¥aelnunay fold ﬁé’@ﬁauﬁuaaﬁwaﬁﬂﬁuﬁiﬂa”lﬁmﬁusqm
vayanuaty faiuluunay fold axflveandsauyszana 59.7% uazyenuidauan
Uszanas 40.3% Bepaelastulymitorafintuainnsnssanevoyadiluauna uazsilunis
WasuieuUszansamszyslumanied danndusssunniy

13918 UNANITU TSI
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uansUszduani 5 folds axgnmenulugluuuanade « amudenvuminsgu
(mean = std) dm3unnuumin (Accuracy, F1-Score, Way AUC) Ssagneuvisusyansninlng
Asuarauaesveslnalunsinututeyayanieg FenstuelumsdssduUsyans
awvsdlumaiiruudedeuazannsalioudisussrinsaandnenssunie tnegady

RRRY

3.3 N1561579¥04a (Exploratory Data Analysis)

nsdsraveyadutuneud Ay ivieluyideiiladnuvazuazn1snszaeveseya

(Y]

VAIINRIUNTEUIUNITYIIAIUATDIALAT IINNITIATIENYAVBUA Wisesight Sentiment 9

[ %
a

KGR 11,118 5178113 TANaRIRI5199 3-1

A1519% 3-1 afRNUgIUVBIYAYRLA Wisesight Sentiment

AANEALY ANEDA
SnuFsnusLady 70 AI8NYT
YoAUETITIAN 1,876 fonys
voAuduTin 2 fIONYS
UIUFONYT (Quantile 99%) 414 AI9NYT
$rnumade 4M
Yoruiifisuniian 124 f
vanNufilid s iian 16
7U7UA1 (Quantile 99%) 21 A

aa

M5 3-1 LLamammﬁugmﬁuaqsqwgaga WUIMWOANNEANETIRAY TO Fienys
vidouszana 4 Fmeveru Tneflvasanuenfivainvansaaus 2 fdnes o 1,876
F9NYs %qazﬁauﬁqﬂ'mmmﬂumstuaaezTaagjamﬂﬁaé’aﬂuaauiaﬁ A159AT1EW Quantile
99% Fauanin 99% vesweauiiauealiiy 414 §adnws 1o 21 M Lﬂuéﬂjagaé’ﬁzyiu
NSAVUAAINENIEIEATDY input sequence dmTuling

MFAIATIERMSNSEBUITY AR 3-2 LLammsﬂsmwmaﬂJwaﬁﬁummiﬁﬂiu
ﬁqm%a;&aﬁgwm 11,118 5719m15 InglanswiunaSeudisusiuiuseniuse wneaosUseam

! ¥ = dl ! =3 ¥ ¥ a = a o
7\]’1ﬂﬂi’]WWU’J’]SUE’JJJuaEJﬂ'ﬁﬂﬁ%ﬂ’]ﬁﬁ/ﬂﬂﬁﬂﬁﬂmaﬂuaEJ TnUAILTEY (ﬁSUlIZ\IJ) UIUIU 6,637
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518n15 Anvdu 59.7% veweyariaiun varivenudauin @ded) 331w 4,481 983
%30 40.3% §n5187UY0IVANUTIUINABTAUBYTN 0.675 Fadorveyadiaylusedud
Janstanazluguusaiuluiazamansenunenisilneusuluwa senslsiany welnluna
a ¥ o gj ¥ ! ' a U o > ¥ a . .
annsnieugkariuesaesratdlneeaiisniu dudunedumaia Class Weighting

Tusgnnanisidneusy

nsnszaevesdhemnuaugan (2 Aand)

6,637

6000

5000

4,481

4000

91u7u (3:718013)

1000

Waau Wauan
Uszianardn

dl 3 o U y‘ﬁ
ATNN 3-2 ﬂ’ﬁﬂﬁ%‘\ﬂEJ“UENUWEJﬂ’WﬂUﬂ’]’uJ'Eaﬂ

AMTIATINALENIVOANIN AN 3-3 LARINITNILAILAINETIVOATUT il
wunefsns Tngly Histogram Liteuaninnuiveswonuluunazeiemntens 1nnsw
WUdW%@Hﬁﬁﬂﬁiﬂi%ﬁ]ﬁ&JLLUU Right-skewed Aovenuaiulnaianuenidu Ineamzluws
0-100 Fadws Faslnudgegaunnna 5,000 518A13

nsuansdue1Bdenay laun Aeds (aulsydun) o9 70 FISnws UazAINANS
median (AuUszATEY) o7l 40 fdnws lnedian median snnAeAgosstalay Gudu
dw%aaﬂaﬁﬂmﬁjlﬂmwm Lﬁaamﬂﬁ%@ﬂammamaéauﬁﬁwﬁLaﬁla’[,ﬁqﬁu vnuziiveonuaIy
Tngydauenluiiy 250 F28nus %agaﬁyaamﬂgaaﬁ’umswﬁ 3-1 fLana11 99% vad

YaANuTANNe kLAY 414 §I9nys
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[
i [

PINMIAATIENI HITeTAdonluAue1y maximum sequence length 71 128 tokens

FensouAguamNamUlugiarvizannislyeaNIlunsineusuliag

ﬂﬁiﬂi%%?ﬂﬂ?quﬂﬁiﬂaﬂﬁﬁu

7: - = AndY: 70

I Anana: 40
5000 (1
1
(1
[
]
4000 H
[
[
(1
]
S 3000 I
& [
€ 1
‘,_i
ol
2000 |
i
I
i
1
1000 i
1
i
I
||

0 | ‘i_i—)—,_._"- i
0 250 500 750 1000 1250 1500 1750

Suumonys

Y

AN 3-3 N15NTTINYANNYNIVOANY (MUWIY: AIDNYS)

1903 UL BUAINENIY A TNTE NI 19UTEANAINT AN ATNT 3-0 UARINTST
Wisuifisunsnszaneauenvenusymsaesssanausantagly Box Plot Faidu
wdosflofifusyAvsnmlunisuanamanszaeuasaadind dyvesuoya

PNNTWINUANAUANATIUNaLlaTE I sERINgL:

yoruLEay @)

o fiA1 median (@unsiNaNINaes) DTiuszaIm 50-60 Fadnws

« nasd (box) AiLans Interquartile Range (IQR) 1A21UN91911AN27 WaR9d A9
MRAINTREUBIVOLA

e flaads 82 Mdnus uavaudonuuinnsgiu £98 fsnus

o i outliers (A9NANAMMUL) T1UIUNINTANTFAIBAININ HauA 500 FInwsauds
\iay 2,000 F8NYs

YDANULTIUIN (@LTeN):

M median #Mn1 BYNUTENU 30-40 FIBNYS
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e naes (box) uAuUN™ uansrweyadlnggiemeilnafestuinniy
e Tanade 52 fMsnus LaraudsnuuIRTEIU £85 Fdnus
o 1 outliers wesmuanszaedalinTan Tasaulngyeglutia 500-1,200 fdnws
mseseniuandmfiunnvenindatlanissnnveaundwanyszam 1.6
W17 (82 vs 52 dadnws) wardinnumannuanglunueninnan deeradumszgledn
nesnsesuretymviaarulunelassisaziben vneiinisuaninnusdndeuaninly

YOANAU NTZTU LU "AuIN" "YoU" %30 "LEen"

v Vet
ﬂ’ﬂlltl']’J‘UE]ﬂ’J’]llGl’]ilUi%Lﬂ‘VIF]’J']SJEﬁﬂ

o
1750

1500

1250

(e 0] aoo O

SuuAonNYs

1000

750

OO0 OO0 000

500

250

Wav Wauan
Uszianaaidn

AW 3-4 MIUTBULNEUAINEIVEAINTEININUTEANANUTEN

11974AF1E M AUFURUS TEMI 19T IUIUAILALTIUIURIS AT AINT 3-5 UAnAS
ANEURUS SIS (AU X) wagsunudasnes wnu Y) Turenulagly Scatter
Plot Tnsuendnuuszamanusin Aevernudsay Guum) uazveaundsuin @den)
INATNNUD
1. Anuduiusidauiniifaeu daauduiusidauinuuuiaunss (Linear positive
correlation) sEmssAUAaTSuILESYs SudulunusssumAivenuiia

AungudssnusuInaulUae
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2. n1snsgAevesveya vemuangiisiuaudliiy 20 1 uazaus Il
400 fadys Tnefianumuiuuugagalueig 0-10 /1 uag 0-200 #adnws daonnaes
fuaniadsiiuanslumssdl 3-1 (@ A uag 70 fdhws)

3. ULUUNIINIIeTiAatadaty venuiisaesUssaniisUkuun1Inszatuay
Anuduitusszaiuusiuihsnusilnaiestu wansnlufimuuanadudes
Tssaseiiugiuzosweniy

4. Outliers wurgmNUNALTTANLENINNNUNRee e TRLaY TnstanzrenBbs
aufiliganszaeludis 50 f wag 1,500 #adnws vaurfiverudeuand outliers ues
1 Ssaenmnoafumsiinzlunini 3-4

5. AMUMAINYANEYBIWEAIILTIAU i1gULULTRsTINAEAR e Y Wnagtfiuigad
yuy (1F9av) dnsnszatsiininsnindnues Tnslawizlusasronnuiien 4

aaﬂﬂaaaﬁ’magaﬁLLamwuam'mL%aauﬁmmmuaﬁaLLazmwwmﬂ‘wmamamw

ANMUAUNUSTENINTIUIUAILALAIONYS
1600
e BvavU o

e WauIN
1400

1200

1000

Suumones

800
600 . .
400

8
o ® 8,.0
shes! 5 O
200 © o8°.® Q;!Dgo ’
8§ ¢°

0 10 20 30 40 50
uuA

AN 3-5 ANUAUNUTTENINIIUIUALALINUIUFAIDNEST

N153ATIENAMNAINYEYA tunuBANTIUA T aTaN1EAIdnuITIAY waz

'
v A

Y8A1UNTIENSHUIEIAUNTAIY Lansynveyadnunmakasnsoudniunsuiluly

Tunsiineusuluwna
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LA ¥

naniasgveyadidmtlneyaddniiddymenisesnuuunasinmuliag i
1. A1598NKUU Input Sequence 91NNNST 99% Guaq%auuaﬁmmmﬂmﬁu 414 §oNYs
%30 21 AN ;ﬁ%’ai’f«,ﬁaﬂﬁ maximum sequence length 7i 128 tokens Fuifigans
éim%’u%amméauimjLLamhaﬂiwé’wﬁa&memﬁ’ﬂumiﬂﬂamm
2. M159An13 Class Imbalance A188H3183U 60:40 S¥I19TEAILTEULAZITIUIN
sudumedlomaila Class Weighting iteluluaaluauddayiuraesnatdess
REHREGH
3, ﬂmm%ﬂawqﬁﬂismﬁ% n1sfirendsausnniuarianuvainuateninni
veanndsuan gelmalanginssunislynivivesyly deo1afivsslovnlunig

ArnuNadnsiarnsUTulTluealuauian

3.4 msnauiluea (Model Development)

£
v A v

e iwaulunanaun 4 wuu Inely WangchanBERTa tdudiesia feature vian

TuwawandosnuuusnifiofinuszavsamussnmsUszgnalamaia NLP $aiu LSTM uag
aongnssudue lunissuunenugdnniwiive

WmnevdnAensiaulunadifiusyaninmgauannzaudmiumslsnuais Tne
Buarn WeB iduluaafiug iy wasnwmaresnisifia BILSTM iy WCB + BILSTM Tuauds
Tamafisay CNN 08719 WCB + CNN + BILSTM uagluinaiilswadanissuweyannn 4 $u
aqswlyw (layers) wasluiaa Transformer Ut WCB (d-Layers) + BILSTM 1l 8U53L8T 171
andnenssunuulamanzanfiandmiunmsduunanuganlunwlng

3.4.1 andngnssuveslingg

WCB lanadi ugiufiunasslyifiss WangchanBERTa wntiu Tagly [CLS] token
representation finun1sUszaana pooling layer 489 BERT 487 (pooler output) Fadl
JUIR 768 TR 9NV dropout layer (8031 0.1) uaz dense layer eduwundu 2 pana
Imﬂsﬁy CrossEntropylLoss Immaﬁynju true baseline ﬁlmmﬂwﬁwﬁmwmaq

WangchanBERTa LilgN0819LAYY WAAIFINING 3-6
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Input Text (Thai)

\ 4

WangchanBERTa Tokenizer

\ 4

WangchanBERTa [CLS] Token
— Pooler Output (768d)

\ 4

Dropout (0.1)

\ 4

[ Dense Layer ]

\ 4

[ Output (2) ]

AN 3-6 TAseas1avesiaing WCB

WCB + BiLSTM Iumaﬁl,ﬁ'u%y’u sequence modeling Iﬂai%lﬂi&ﬁ;’mwu sequence-
to-sequence U last hidden states 911 WangchanBERTa (768 i) JﬁluL‘s{JJ’l Bidirectional
LSTM 2u1a 128 wuae (W tanh activation) %QUﬁEN?ﬁNﬁ%@Qﬁﬁﬂﬁ@ﬂﬁﬂﬂN Ui
masked mean pooling Lﬁaﬁ’m{l’aﬂgjaﬁ]’mnﬂGT’]Lmﬁﬂ%ﬁ’]ﬁﬁﬁﬂ attention mask WaynL
dense layer W";EJNI% CrossEntropylLoss Lﬁaﬁ’lLLuﬂLﬂu 2 Aand Iumaﬁﬁé’smﬁummmmia

Tun1349u long-term dependencies WazANMUANNUSVOIUIUNIUTDANY LAAIAINING 3-7
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Input Text (Thai)

\ 4

WangchanBERTa Tokenizer

3

WangchanBERTa
Last Hidden States (768d)

\ 4

Bidirectional LSTM (128x2)

\ £

Masked Mean Pooling

\ 4

[ Dense Layer ]

\ 4

[ Output (2) ]

At 3-7 Tpseasneveslaiag WCB+BILSTM

WCB + CNN + BILSTM Tatmaditiias Convolutional layers ney BiLSTM Tngla ConviD
aaa%’jmwugfumu ae kernel size 3 uay 5 W5y ReLU activation iiiedu local patterns
Tusgdufiunnaneiu Tne kernel 3 §u short-range patterns wag kernel 59U longer-range
patterns LLmlaz convolution %a';w feature maps 128 1# R]’mﬁ?u‘i’m features f\]’mﬁgﬂaaﬂ
FuuarUoun BILSTM au1n 128 wuse (b tanh activation) sﬁaﬂszmamasﬂjayjaﬁa
4097AN9 MY masked mean pooling Lﬁaiau%agamﬂnﬂﬁ’lLmﬁﬂ%ﬁ’lﬁﬂﬁﬂ attention
mask wazu1u dense layer wsanly CrossEntropyLoss Litasuunidu 2 Aana Tuwmadl
naunaugaudsnes CNN 1unn3du local features uay BILSTM luniai3eus sequence

dependencies WaAIRININT 3-8
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Input Text (Thai)
¥
WangchanBERTa Tokenizer
4
[ WangchanBERTa |
Last Hidden States (768d)
| ~
Conv1D (3x128) Conv1D (5x128)
| [ 4
| Bidirectional LSTM (128x2)
¥
Masked Mean Pooling
¥
Dense Layer
¥

[ Output (2) J

At 3-8 Tassasnavedluing WCB+CNN+BILSTM

WCB (4-Layers) + BiLSTM Tunaiily hidden states 910 4 %uqmﬁw (layers 9-12)
299 WangchanBERTa lagAui weighted combination GT’JEJ learnable parameters i
WU softmax normalization ielulatmindisaidu 1 viilnanunsndousindulud
ﬂmmﬁ’wﬁ’agmﬂﬂi'}ﬁm%’wuﬁwLLuﬂmmgﬁﬂ nadnsiilassduun 768 SRwuin wnduns
iauﬁagaﬁlqmuiﬂﬁaaﬂmé’ﬂwmsmﬂumaszé’waa transformer layers 4aauounsauan
BILSTM w1 128 wu7e (1% tanh activation) KU rasked mean pooling Wag dense
layer wsouly CrossEntropyLoss 1 a5 uunidy 2 aana Tagluriu CNN it elvifiy

Usgdnsnmaesnsly multiple layers 989 BERT 88191A87 LAAAINING 3-9
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Input Text (Thai)

¥

WangchanBERTa Tokenizer

.

WangchanBERTa
All Hidden States
(Layers 9, 10, 11, 12)

¥
Weighted Last-4 Layers
Softmax Weights (768d)

¥

Bidirectional LSTM (128x2)

4

Masked Mean Pooling

¥

Dense Layer

.

Output (2)

At 3-9 Tassassweslinna WCB(G-Layers)+BiLSTM

3.4.2 MIAAIMNTELADT
lun1sdneusuluea lawusmsidweseandu 2 nqu laun Ws1dwesnaai

willsuiulunnluea wagnisilmesiameniueyivlasiasivediing
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AN5199 3-2 W wesnans (Global Hyperparameters)

Loss Function

(with class weights)

wWsines A1 A193U"NY
Epochs 30 MUIUTOUNSHNDUTH
Batch Size 16 $ruauseendluunay batch
Max Sequence Length AINUYIGIEAVDI sequence mla
(MAX_LEN) o review
Learning Rate — BERT ..o
2=, Learning rate é1%3uvu BERT
(LR_BERT)
Learning Rate - Others Learning rate ﬁm%’u%’jué"u Lﬁliu
(LR_OTHERS) Pad BiLSTM, CNN
Optimizer AdamW Optimizer ﬁﬁlﬁgbluﬂ”liﬁﬂ
CrossEntropylLoss Wandu loss dwdu class

imbalance

default activation function

(N_FOLDS)

BiLSTM Activation tanh AU LSTM hidden wag cell
states
Patience (Early ’ o "
3 FAIUIUTDUNTDNIN F1 hwuu
Stopping)
Cross Validation Folds )
5 1u3u fold Tu Stratified K-Fold

Pooling Method ###&4

BiLSTM

masked mean

78 pool output #&4 BILSTM

Test Size (TEST SIZE)

0.2 (20%)

dnaIu9 test set

Gradient Clipping

1.0 (max_norm)

Jasiiu exploding gradients

Mixed Precision (AMP)

Enabled

WNUSEENTNIN GPU wazan

memaory usase

Class Weights

Calculated from

training data

M3 class imbalance

Dropout Rate

0.3

d15v classification layer

Random Seed

a2

i reproducibility
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A9199 3-3 MAWIIANIZYRILAazlIAEa (Model-Specific Hyperparameters)

ALANIE (Hyperparameters . -
Tuea AND5UY
RWILIULAR)

- BERT pooler_output u1m 768 | »
Ties WangchanBERTa
WCB - Dropout = 0.1
ey [CLS] token
- No additional layers

1“; WangchanBERTa wu

~Hidden size v09 BILSTM = 128 | fhds19 embedding uae

WCB+BILSTM D v
- Dropout = 0.3 4191 BILSTM lagnss
vu baseline
- CNN Layer 1: filters = 128,
kernel size = 3 Wil CNN 2 Suriteia
WCB+CNN+BILSTM - CNN Layer 2: filters = 128, feature 910 sequence
kernel size = 5 ﬂlauﬁ\‘ilfgﬁ BILSTM
- Activation: ReLU (CNN)
- Pooling 910 Last 4 Hidden B
Luumimma;ﬂamaﬂmﬂ
Layers (Layer 9-12) A
WCB(4- BERT lngla hidden

- saAlagly Weighted Softmax : U™ )
Layers)+BiLSTM states 4 YUFANILAD
- Learnable parameters: 4 Coy
AINUINUN
weights

3.5 msUszidiuna (Model Evaluation)
3.5.1 it Tansuszdiuna (Evaluation Metrics)
suidedlyn1susadudsednsanedlunanis 3 wndnandn laun F1-
Score, Accuracy, waw AUC (Area Under Curve) Litoagnautszansnmmaslunaluyuuosd
LANASTY
o F1-Score Toidusad¥andn ins1zasvioumuannasymg Precision uag Recall la
fin1 Accuracy Tnslamgidievoyaiimanszanglumii
. AccuracyI%Qé’méawuaamsﬁwmsJﬁgﬂ@Taqﬁgwm W@ 1mMTUAINTINVBIAINY

WU UDIlLLAA
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e AUC (Receiver Operating Characteristic — Area Under Curve) Iﬁgi’mﬂawuawmwsa
vodlunalunsusnuezanauinuazaulaglutiudy threshold Beanlng 1 Beusdn
Tunanenaanalad

dielvalaguuuuvefiawan §3ly Confusion Matrix efas1zailaiaaruefio
ueg LileUFulgansvihailusuan

3.5.2 ﬂasmémiﬂmﬁw;w Cross-Validation

n5Uszainleds 5-Fold Stratified Cross-Validation wialumanisussidiufiauados
uavaneafanmsiusteya tnsluunaz fold azutsmeyalnmidnaiutednanauInLayay
Tnalesiugnveyanuaty

Tuunazsou lunaasinaieveya 4 a1 uasneAeUAIBBn 1 d1u Yis Wi 5 ey
awnaugnluduganeaeu afaay 1 50U Mndumenuaaiswaraudsivunsgiu
U89 F1-Score, Accuracy thay AUC L‘ﬁlaaxﬁaummmaEJSGUE]&IJJL%

353 MIENUHALAZNTIATIEN

uansUsZLLaINT 5 folds suaqLw{azamﬂmaﬂiiuazgﬂiﬁaaﬁulugﬂl,t,uu ALadY +
Audeauungg U (mean + std) dmsunnuamin venniiviemendieudiounaid
Talunsiineusuvesusazlung euszdiuarumngaslumsilulanuaisinosdeds
fatsAnBamuaznineinsiily nduiinseinalagasidennis Confusion Matrix Lilag
sULuUNMIT Az YeRananfiiatu uazly AUC ieusudiunnuannsalunisuenuey
symsdesnaa malierenimaivielnaligaufauasrediinvounazanidnenssy
uenanismnaeulinnaiiiuszansninggaiurenuiiossfiidnsasuanansiy e

UszUANNEINITO I UNISHNUNUTBANUTATANUT UL UL USUNTIiaINane

3.6 nseunsluna (Model Deployment)

NAdeiilailueaniuseansnmasanluimewnsuiu Hugging Face Platform tivelv
waulaaunsainfsasnaaeddenulnase InedvunaunisandununuwnunIn Pipeline

fauanslunnd 3-10

1.msidenuaziniouluina 2.6UTwan HF Hub %'“""’"“j(”""“i"ma 4.Web Demo Interface
¢ safetensors + config » * Model Card+ Files » WU Hugging Face Hub » * Gradio on Spaces

* Python

AMNA 3-10 NMsteeunslung
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3.6.1 nmsidonuazinsvuluiag

MnuanIvaaasinue enlunafid validation F1 score gegaunaioudmiuns
OIS lngUuiinlunaluguuuu safetensors wsoulwa tokenizer configuration uaz
model configuration s dudmsunsloanu

3.6.2 m3oUlnanlufa Hugging Face Model Hub

sUlnanluwnauazlnadino1vosluss Hugsing Face Model Hub luguuuy Public

Repository tiialulvauaunsanislalaslunemmaideou wseudniin Model Card

YoyaTUaritualiag T5n15lNU wazvedin Lanwoewan N 3-11

@ Hugging Face

Model Hub

your-username/thai-sentiment-model [ pubic |
Thai Sentiment Analysis using BERT

n 245 downloads ¥ 12 likes Updated 2 days ago  [ul] Text Classification

Model card Files Community Settings

[J Repository files

B README.md 32k8
B configjson 0.8kB
B pytorch_model.bin 438 M8
B tokenizerjson 21MB
B tokenizer_config.json 05 kB

AWd 3-11 mundheens Model Card vt Hugging Face

3.6.3 nsdenlyauluwaniu Husging Face Hub
Wesanlumalaunissulnanluss Hugeing Face Model Hub waa Hlvauanse

Sonlvlunalalngnsiwiu Python muAIeeeianIng 3-12



HaaWsNIssu:

WA MusuesEaciiaunnn Suvaunn
uaaws: [{'label': 'POSITIVE', 'score': 0.9856}]

daanu: awnshuisamndunn
uaaws: [{'label': 'NEGATIVE', 'score': 0.9234}]

Hanu: wWEMsa@n winoulaa

waaws: [{'label': 'POSITIVE', 'score': ©.9678}]

AN 3-12 A8 19NSS eI UL ALAYNARNS

3.6.4 N15d519 Web Demo Interface

LAASFININA 3-13

% Thai Sentiment Analysis Model Demo
Powered by Hugging Face Spaces & Gradio

asantannuME Inafidasnsitangianuidn:

Swamwnsilasamnn 1Sansé uwusias

e Jianzvianusin

WanN13IATINE
AaNusdn: Liivinn (POSITIVE)
[l anssiuta: 96.78%

Tuaa'ldirnnidaanuuamuidianusanidiannsaanuiulage

7 38ansTaionu:

1. asantaanum e Inalurasaruuu

2. amly "Siasgianusdn”

3. ssunAuAaIHaNTaANuiaNNiAaITnAWiaaY wiansTduaNsiula

& Demo URL: https://huggingface.co/spaces/xwo/thai-sentiment-ap

AN 3-13 A9 Web Interface

39

WAl Web Interface n38 Gradio U Hugging Face Spaces wivelve lysumialy
annsavegeulealaruduiusigesinglunesdowlan yluwisinsenvearnuniwiine

LAINAYNYINUNY TEULAZUARINAYIBANNTANFANTIUINYTeaU nIeuszAuAuiula
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3.6.5 ANNLINADNNITNAABY (Experiment Environment)

Muddeidlrunannesy Cloud Computing Tun1sussuiananazingunsluina lay

Usenounay 2 @unan lawn Google Colab Pro @wmsunisinsuluina way Hugging Face

Platform @vsuLlewnskaz1usnIsluwa

1.nsUsenanatazWuiluna (Model Development and Training)

T¥u3n13 Google Colab Pro Tunisuseanana Felisgazidunnail

A15197t 3-4 S18aBen Google Colab Pro

Uszian ERLGHGLT

GPU NVIDIA T4 GPU (15 GB VRAM)
CPU Intel Xeon 2.20 GHz (Virtualized)
RAM 12.7 GB

OS Environment

Ubuntu 20.04 LTS

Python Version

Python 3.12.11

Library

PyTorch 2.0+ dusunmsiauilung Deep Learning,
Transformers 4.21+ éi’m%’umﬂ%mu WangchanBERTa, Scikit-
learn 1.1+ d@1%5U metrics Wag data splitting, Pandas 1.5+
dnsumsdanisona, NumPy 1.23+ dusumssiuinids
fLav, Matplotlib ag Seaborn éi’m%JUﬂﬁa';NﬂiWWLLazﬂﬁ

LENING

MaeLe): Google Colab Pro waglnladnsnisiufis GPU Use@nsnngs uaziiansud

81UUNNBITUNT 1ne GPU Midenlafia NVIDIA T4 faminzand1niuau Deep Learning

VSRR RAKIREA,




CO & M3_M4_NoCNN.ipynb % &
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* Gemini

2, Share

o

PRO File Edit View Insert Runtime Tools Help
RAM
Q Commands + Code + Text D Runall ~ " Disk v A
= Resources X
= .
# 2. M t G le D .
v 25s ount Googe .N\/e‘ ) You are subscribed to Colab Pro. Learn more
R from google.colab import drive Available: 79
drive.mount('/content/drive’) vailable: 79.36 compute units
Usage rate: approximately 1.32 per hour
<> 3% Mounted at /content/drive You have 1 active session.
. ONINZEE SRR - T R Manage sessions
il © !pip install transformers scikit-learn matplotlib seaborn pandas numpy scipy
i ] Python 3 Google Compute Engine backend (GPU)
3% Requirement already satisfied: transformers in /usr/local/lib/python3.12/dis Showing resources from 5:36 PM to 5:44 PM
Requirement already satisfied: scikit-learn in /usr/local/lib/python3.12/dis
Requirement already satisfied: matplotlib in /usr/local/lib/python3.12/dist-| )
Requirement already satisfied: seaborn in /usr/local/lib/python3.12/dist-pac| System RAM GPU RAM Disk
Requirement already satisfied: pandas in /usr/local/lib/python3.12/dist-pack: 6.0/12.7GB 3.0/15.0GB 40.6/235.7GB
Requirement already satisfied: numpy in /usr/local/lib/python3.12/dist-packa;
Requirement already satisfied: scipy in /usr/local/lib/python3.12/dist-packa; —
Requirement already satisfied: tqdm in /usr/local/lib/python3.12/dist-packag / e
Requirement already satisfied: filelock in /usr/local/lib/python3.12/dist-pa
Requirement already satisfied: huggingface-hub<1.8,>=0.34.0 in /usr/local/lil
Requirement already satisfied: packaging>=20.8 in /usr/local/lib/python3.12/:
Requirement already satisfied: pyyaml»=5.1 in /usr/local/lib/python3.12/dist Change runtime type
{3 Variables (3 Terminal <+ 7) Executing (2m8s) & T4 (Python 3)

2NN 3-14 Aeg191uInNe Colab Runtime

2 fundaiulauagluwa (Model Storage and Deployment Platform)

waeaInNsAniueaLasadu lunauaslnania 9 9gnInnuLazNEUNsNIY Hugging
Face Platform 1 85995 Un1515 onlw 91U (Inference) Iaaly Hugging Face Model Hub
o [ <@ s . X A ~
dmsunulnaluinalsy model.safetensors, configjson Uil N1sNAdeUlULAALALAIS
@150V MU Hugging Face Spaces (Gradio) & atu Web Ul i lyauaiunsanaassuas

Uszlluwalinalnagsdgain

AN397 3-5 T18azL98A Hugging Face

Uz S18AZLIN

Model Hosting Hugging Face Model Hub

Demo Interface Hugging Face Spaces (Gradio)

File Format model.safetensors, config.json

Public Access et Public Repository




uni 4
NANISALUUIIUIRY

4.1 AMWSIUNSUTZIUNE

nMdeivsndulsraniamaeddueais 4 uuulun1sduunausdnvesveni
a1 lMen1uNIEUIUNIT 5-fold cross-validation TaelynisUssifiundn 3 2 laun
Accuracy, F1-Score uaw AUC Score uananniidaiinsznanlelunsinaouiiousziiu
muminzaslunshlulsnuese
Tuwailalumsiieudisuuszneume
o WEB lmiles [CLS] token
« WCB + BiLSTM (annafiviinaiuuszaiana BILSTM)
e WCB + CNN + BILSTM (luspafisfisianuuszanana CNN)
e WCB (a-Layers) + BILSTM (30 4 ugaye layers 9-12 499 WangchanBERTa)
NM3LARINAIZLUIRDNTY 4 d@Iundn fie (1) Ha91NN15Y cross-validation (2) N3
Aipsznisuiisulssansnmuaznainisilngau (3) A33LAT1EH confusion matrix WA

AUC wae (4) nsvageuluinanuuaniusiagnd

4.2 wWan1591 Cross-Validation

n15%1 5-fold cross-validation wa@Aslum15199 4-1 FUTENBUMUTULAANINLA 4 WUU

Tpgms1alansmn Accuracy, F1-Score Wag AUC wadunagliing

mswﬁ?‘i 4-1 wan15Uszkiiuann 5-Fold Cross-Validation

Tuna Accuracy (%) | F1-Score (%) AUC (%)
WCB 90.33 + 0.32 89.92 + 0.33 9572 + 0.22
WCB + BIiLSTM 90.93 + 0.37 90.54 + 0.39 9557 + 1.22
WCB + CNN + BiLSTM 90.14 + 0.66 89.73 + 0.68 95.83 + 0.42
WCB (4-Layers) + BiLSTM 90.52 + 0.65 90.13 + 0.68 95.43 + 0.36
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21919797 4-1 WU WCB + BILSTM 11 Accuracy g9l 90.93% uag F1-Score
asaail 90.50% lneiandsnuuannsgIudl 0.37% wag 0.39% audsy sendlsiniu Tuea
ifaudsauunmsgiugeanlu AUC 7 1.229%

WCB + CNN + BILSTM lytan AUC gt 95.83% wionaanafiosiia (£0.429%) uad
Accuracy Wag F1-Score ﬁ’miﬂumaﬁlu a&\jﬁ 90.14% waz 89.73% A1UE1AU
WCB (4-Layers) + BILSTM Innadnslusziunans Tnedl Accuracy Susiugasdl 90.52%
ua F1-Score 7 90.13% wieuAuLadesiiRluyniuAn
WCB Fadulaaafiugmu T Accuracy 90.33% waw F1-Score 89.92% lasdiandesiun
1MSFIATARTUNNESEA (0.32%, 0.33%, Wag 0.22% MuAfy) uansdsrnuiaiiosgees
JEATR
Slewssuiieulusaiugiu (WeB) Aulunaiiduseuiu wumn
o Msifiy BILSTM WBsas aiiien (WCB + BILSTM) agu§utss Accuracy la 0.60%
uay F1-Score ln 0.62%
e MUY CNN layer (WCB + CNN + BILSTM) nan AUC qa‘ﬁ'qm LA Accuracy Way
F1-Score anasidnuay
e nslya %guqﬂﬁw (WCB (4-Layers) + BiLSTM) ﬁaaﬂ%’wqwixﬁw%mwmﬂimma

fugiu unligasn WCB + BILSTM

4.3 a1sSeuiisulseansninnaziiainisinaauy

4.3.1 ANUEADNYSYILUAA
n1sasznandouunnsgiuanslniuisauaissveunazlung dauansly

AN 4-2

A15199 4-2 NsSeuiguANULEDNYSYRILULRE

Accuracy Std | F1Std | AUCStd | s2Auad1y
Tuna g
(%) (%) (%) Ldnes
WCB 0.32 0.33 0.22 degn
WCB + BIiLSTM 0.37 0.39 1.22 @]”’]
WCB + CNN + BiLSTM 0.66 0.68 0.42 YJunans
WCB (4-Layers) + BiLSTM 0.65 0.68 0.36 Jnunang




a4

21NAN5199 4-2 w1 WEB fanuaiesaeanlunnunin lagiawiz AUC Afian
Denvunasgiufies 0.22% wansluaaiugilusedwsiiaiiausunniian

WCB + BILSTM finuduutsgalu AUC (x1.22%) Fageninlauinad usgnadniou und
AR sieensulaly Accuracy uaw F1-Score

WCB + CNN + BILSTM uag WCB (4-Layers) + BILSTM fiaautafosluszauuiunany
1Ay WCB + CNN + BILSTM Sandsauunasgugimidnueslu Accuracy wag F1-Score

4.3.2 narlumsinaeunazuseavsamnisaiuie

ms¥ananmsiinaeududadeddalunsussdivanunduldlelunsiluealdlsny

939 Nan1yinnaiuanslumisnem 4-3

A1519% 4-3 N1SLUSHUIBULIAINSHNADULAZUSLANEAIN

198159 Accuracy | waandiiiudy
Tuwea ,
(W) (%) 210 WCB
WCB 4.58 90.33 -
WCB + BIiLSTM 5.68 90.93 +249%
WCB + CNN + BIiLSTM 5.76 90.14 +26%
WCB (4-Layers) + BiLSTM 6.11 90.52 +339%

2151971 4-3 Wt WCB Tainandies 4.58 Faludlunisiinaeuionun (a7 qely
ussnlaaatii 4 wuy

WCB + BILSTM L1781 5.68 #2lua it udu 24% a0 WCB agla Accuracy figadu
0.60%

WCB + CNN + BiLSTM lataan 5.76 $alas Tnafiesiiu WCB + BiLSTM uale Accuracy
fishmlumaiiugu

WCB (d-Layers) + BILSTM Twtaanunufiandl 6.11 #3lus ifindu 33% 990 WeB Tngla
Accuracy ‘1'7i 90.52%

4.4 n15A512% Confusion Matrix wag AUC

4.4.1 Confusion Matrix
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N153LAT18Y confusion matrix wanslugu? 4.1-4.4 wieUsziduanuaiunsalunis

AUNLPAZARNE

6000
Q
2
o 5000
Q
ZI
g
2 4000
(]
~
= - 3000
(0]
2
=
§. -2000
GJI
2
= - 1000
I
Pred_Negative Pred_Positive
Predicted
AN 4-1 Confusion Matrix U89 WCB
6000
Q
>
> 5000
Q
=2
gI
= 4000
Q
2
= - 3000
(O]
>
3 - 2000
[a N
CIJI
-
= - 1000

1
Pred_Negative Pred_Positive
Predicted

AR 4-2 Confusion Matrix 989 WCB+BILSTM



a6

6000
(0]
=
S 5000
(0]
=
gI
= 4000
(O]
2
= - 3000
(0]
=
8 - 2000
G)I
2
a - 1000
Pred_Negative Pred_Positive
. Predicted
AN 4-3 Confusion Matrix 989 WCB+CNN+BILSTM
6000
Q
2
S 5000
Q
ZI
g
= 4000
)
Z
= - 3000
)
2
E - 2000
GJI
c
a3 - 1000
I
Pred_Negative Pred_Positive
Predicted

ﬂﬂwﬁ 4-4 Confusion Matrix ¥89 WCB-4Layer+BiLSTM

1NN15ILATIEN confusion matrices WUINULAATINUAT U ULTUNITIIWUNT

AateAdeiu Inediauudug1gaun1siiueneaesnatd ALLANAIANEY 8NN3
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WeRanain (False Positives hag False Negatives) FalAULANA LR EUANUETENING

Tuwa wanslmiunynlueaiinnuaiunsalunissuunilnaifeiu

4.4.2 Area under the curve (AUC)

AUC dusunnazlumanandluning 4.5-4.8 wandliiuanuaiunsalunishenues

FEMINNGIAAE

True Positive Rate

True Positive Rate

1.0 A

0.8 1

0.6 1

0.4 1

0.2 1

Pid Fold 3 (AUC=0.954)

e Fold 1 (AUC=0.956)
, Fold 2 (AUC=0.957)

Fold 4 (AUC=0.961)
Fold 5 (AUC=0.957)
= Mean (AUC=0.957+0.002)

0.0

0.2 0.4 0.6 0.8 1.0
False Positive Rate

AW 4-5 AUC wad WCB

1.0 A

0.8 1

0.6

0.4 1

0.2 1

0.0

Pid Fold 3 (AUC=0.967)

Pid Fold 1 (AUC=0.959)
s Fold 2 (AUC=0.960)

Fold 4 (AUC=0.960)
Fold 5 (AUC=0.932)
= Mean (AUC=0.956+0.012)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

AR 4-6 AUC w83 WCB+BILSTM



True Positive Rate

True Positive Rate

1.0

0.8

o
o

o
i

0.2

0.0

1.0

0.8

o
o

o
IS

0.2

0.0

!

e Fold 1 (AUC=0.957)

’ Fold 2 (AUC=0.954)

Pid Fold 3 (AUC=0.966)

’ Fold 4 (AUC=0.959)

Pid Fold 5 (AUC=0.956)
= Mean (AUC=0.958+0.004)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

ﬂﬂ‘w*ﬁ 4-7 AUC 183 WCB+CNN+BILSTM

1

R Fold 1 (AUC=0.958)

, Fold 2 (AUC=0.952)

e Fold 3 (AUC=0.956)

- Fold 4 (AUC=0.948)

Re Fold 5 (AUC=0.957)
—— Mean (AUC=0.954+0.004)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

AT 4-8 AUC 189 WCB(4-Layers)+BILSTM

48
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21NMFATIEN ROC curves WU WCB + CNN + BILSTM a1 AUC gednil 95.83%
nouAETEIAA (£0.42%) uansanuannsolumsindifuarnnasduresunazaana
Infiftan

WCB fia1 AUC Sudiuaeadl 95.72% neumanafiosasaqn (£0.229%) uansiusiy
Tunadiugiu unfiauannsolunmsusnuesfinuazaihiaue

WCB + BILSTM 511 AUC 1 95.57% waflanaduiusas (+1.22%) wansdiannuly
ahanelumahuneruynveyanie

WCB (d-Layers) + BILSTM fia1 AUC saail 95.43% unfipnanafiosiia (+0.36%)

4.5 N1SNAFDULAAANUVBAIUAIBY

dlodszifiuanuannsavesluealuaniunsuilnaidssnislenuais euidedla
fnidontemuitinnglrsieiifidnvasuazanudugeuunnaatu Tnsuuadu 2 nquudn
oun
1. YemnuAuLarduTol - Teruiidu nsedu warvanuTiivaneUssiiunau iy
2. gaaugmuariivasuIuv - YemnuiiuuLanrlasuan Google Maps
Tuinaiilglunsnaaeuiduasslinnaifiuszdnsnngegnannmanismaassnounin
laun:
e WCB + BILSTM lanafiil Accuracy way F1-Score g4an
o WCB lusafiuguiifiarnaiosauanss
fsaoslunagnasulunduunifies 2 aana (Positive uay Negative) Tnglusl Neutral
FrfunanIsfunIzuansfisadesUsziam
4.51 vernudunazduTeu (Simple and Complex Reviews)
nautisznoumefswanuduiifonsuadaau wu mesuwevionisduilaease

WAZYDAMUT UL UNTVAEUTZLAUN ALY
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3 . WCB +
. v o anvaue wualuy WCB
A0V YBAIINTIY Y v BiLSTM B
vBAN | AUFEN . (AnuNula)
(AuAula)
2191158508110 .
- a & AULLRY uln Positive Positive
1| USN5A wiingugy
Y FALIU (Positive) (99.91%) (99.82%)
W3l
souuiuly ! _
Ny ; FULRY au Negative Negative
2 | widnauluaula
y YALIU (Negative) (99.84%) (99.91%)
anALaY
SIUNINEVIN Fuaoy o naNg
ey Y Positive Negative
3 L0190 LHTIAN YHUIN (Neutral /
- (86.97%) | (71.33%)
wwabusin LaLaU Mixed)
UF5EINAR LAY
AUATAUAST WH FUBDU AANY
Py X Negative Negative
4 | Yunluauges ¥ ane (Neutral /
; f (95.08%) | (93.45%)
Tnseuunay UseLau Mixed)
wilnugmileyan
seuuandng g
LAMDUTISTNULAD | TULaU &
z 2 au Negative Negative
5 | Tyvianeasy TUnDU
W s (Negative) (99.84%) (99.89%)
ABISYANUNIUNY | VAT
YIELLN

AN G- WU VBANUAULAETALU (BI810U 1 hay 2): Neaadlunainkunta

gnresuazinuiilagenn (1nnnan 99.8%)

YaANUTUTOUNTaIeUsERUNALNY (81U 3): luwaisasslunadnsnuanmneniu

WCB + BILSTM Srwunitiu Positive (86.97%) luvaizdi WCB s1uunidu Negative (71.33%)

TneiaaasilanANusulaRINIINS AR URENTAL Y
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gemudureuaeUssiiu (§388u 4): weaedlumasuunidu Negative wilowy
poausiilags (95.08% uay 93.45%)

venudureuiiitunounanedu 3wy 5): seaedunasiuundu Negative a
gnmesuazdinusiulagenn (99.84% way 99.89%)

452 %ammmmazﬁwmau%w (Real-world Long Reviews)

ﬂfcjuﬁl,ﬁu%ammﬁﬁwmaﬂsﬂaﬂLLawmﬂwmsjUszLéﬁu 2INN15339UU Google Maps

F9919UDITUUUIN AU WS0NIEDINANNU

A1519% 4-5 HANISYINUIBVDANUYILATLNANYUIUN

5 v WCB +
. 2 " anwaz | wwaluy WCB
AU YBANNTI? Y o BILSTM )
VBRI | AAUFEN (Auaula)

(anusiula)

sutidusuusedves
ATOUATII AR
UITHINFEUNE 9|
ninUlnAINaUITUR
110 wuzduylaasden | venu c
4 p UIn Positive Positive
1| waztduiues 9113 81T
e W (Positive) | (99.97%) (99.85%)
@IS0 wavsarIfeses | U
AITIYNASINLN 57A70
AUVAAUND (AUENUNNT
WIATOUATINTDLNOU 9

1VNUDINITTIUNY




AN519% 4-5 (Gia)

5 . WCB +
. v . anwaz | wualuy WCB
A0V YBAIUIND Y v BiLSTM B
¥aAY | ANSEN . (AnuNula)
(Audula)
ASIURANIaNINAY SEAY
WDUNTITI LI NING
99lnauwal wasll
] Y] e
Jantnaunluresaula
ADNSUNNAILTBUNINRY | VBAIY _ _
vy v - au Negative Negative
2 | l9d397915 21v508nT1 | 81LR9
o N (Negative) | (99.97%) (99.95%)
LNLALITAVIR IUADA au
WilouAsINeu q ganie
AOUINYRUTEUULATD
saUnsiidaym nesse
winaUwNlUdNUIULIN
YUNTIULNDATH
ALAINWATUTITYINAR
9IMNTUINYBITOLHIN
TAYLRNITVDINIU LA
viayenlunues @ | verny
» > nag
WUNNUUNAUUINIGA 811 Negative Positive
3 : o (Neutral /
waglalagnen upuneaw | viane (72.69%) (85.48%)
o N ), - Mixed)
lumeeBuueuLazgIU USUN

wilouludivian an
JFulsasessaninuay

USnsivadauaiuun

[
=

JUILAUINA

ee ~

NHNT NN 4-5 VBAIUYINNLDITUUNSNTALAULTIUIN (337

o

Puunlagnaesuaziianusiulagnn (99.97% uag 99.85%)

1Y

ANy 1): N9d09

o
Y

luLna
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YoaNgINdosuMmENTAUTay GIanu 2): easdunaiiuuniiu Negative

lagnaosuariieuiulagenn (99.97% way 99.95%)

YoALEMTTIaNEUSUNKELTY (980U 3): vaaedlinalunadnsiuanansiu WCB
+ BILSTM $wunidu Negative (72.69%) Tunauzdi WCB S1uunidu Positive (85.48%) Tag

PeanaliaAuNUlaRININNIHAUeYN9UIN
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d5U aAUTIUNA LasYBLEAUBLUL

5.1 d5Unauasanusiena

5.1.1 @juna

meAsuili inguszasmitonnnlunalumssuuneusinanvemuntwilng uay
UszynalimadianmsUszanananwsssmisudulueg LSTM lumssiuunausdn Tng
19 WangchanBERTa tuluinaiugiuuasiananidnenssndiuiiy 4 wuu Usznouaas
WCB, WCB + BILSTM, WCB + CNN + BIiLSTM wag WCB (4-Layers) + BiLSTM naaa1uuyn
ﬁtgljaagja Wisesight Sentiment Corpus $143u 11,118 f0819 isauwunidu 2 aana (Feuan
uaziieav) TasUssidiunanie 5-fold cross-validation wans3deannsnasulassil

pulsrAnEnmeadlingg 11NN13MARS WU WCB + BILSTM Iﬁﬂizaw%quﬂqﬂiu
mssuunauganniwive Tagla Accuracy 90.93% uay F1-Score 90.54% Fegan1ilanma
flugiu (WCB) iln Accuracy 90.33% ua F1-Score 89.92% Anidunisufindu 0.60% way
0.62% muddu wadwstiuandliunnsiudy BILSTM seusuugsmmannialun1sdu
aruduiusssvsinaruTuvlurenumwvelaesnediusyavsnm luvasluina WCB
+ CNN + BILSTM TntszAnsamsingn Tnla Accuracy 90.14% wag F1-Score 89.73% i1
nlumafiugiudnues ualuan AUC geanil 95.83% wansnuannsodfidlunisdngdu
Asagidy

muenuiafesvedluing MdienenadsauuasgIukansviual WCB fannw
afesgegalunnunin Taefand ssuusinsgiuiiiog 0.32%, 0.33% wag 0.22% lu
Accuracy, F1-Score uay AUC mudndu Tuvaigl WCB + BILSTM fiauduuusgdlu AUC 1
1.22% unaglnuszansnmlneiugean Tuaa WCB + CNN + BILSTM wag WCB (d-Layers)
1 BILSTM fmnuadieslussdutiunans anuadesdudedvddalunisdlumalvlae
330 WlesnnazveudrundetovssUsyavsnmluanunsanie

prualunisinaon WeB laandins 4.58 $alus i5digeluvssalinaiis 4 wuy
WCB + BILSTM 1wt 5.68 alus ifisuidins 24% uslpdsAvsnniigatuesnsiiioddy
wandlvifudsnnunuaivesnsiinauduseu luvmedl WCB (d-Layers) + BILSTM 1y
nannuiiand 6.11 Falus Wity 33% ualulauszAnsnmgean fafunisfiansansemng

nansiinaeunazrussansamdudddglunisidenlaluea
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puALANIIaluN T MUNEIUIUN NMavndeuiuTanTuiogsuanslmfuIis
aodluinafiiiussansnmgean (WCB + BILSTM uag WCB) annsnduunteauiifionsual
Faaulaognausugrgann Tasfenusiilaninni 99% dwsurenrudunazverugiii
p1sunimdndaiau eeslsfinny lnadvesidadureanuiifiausanmanniefinatsuiun
wautiu Tasarausulaanasessannndeniios 71-87% uaziisanslunaoialunadnsd

wANAeiY vedintasnoudernunmelunsTMUNAINIANLUY binary d5UreAIui

[N
Y

IPUUINLAZAY

5.1.2 aAusena

UszAnsamues BILSTM lunisusuussliea nanisideuansluiiuiinisiiudy
BILSTM 18908 19LA o2l nadno 7 AT qa aonna osfusuITouos Khamphakdee &
Seresangtakul (2023) fiuansluiudsszansamaes deep learning d19SuUn 3 3AT1N
A3 AnAwIlne AudSaved BILSTM uraziinanauaiansalunisdy long-term
dependencies wazAuduusve U uVlusERsiiAne Sumnzaufudnuasvesnwiing
fiusundanuddymonnumng uenaind BILSTM é’qmmsaﬂizmamasgagaé’ﬁuﬁ
WangchanBERTa afneanuilaeg1sdiusz@niain vitlulumaanunsalanugdnly
vonulnazSenty

HANsEUTRANUTaLRDYsEANE AN YeaunuTaulafennfiueudugeusnn
Auldlilainluguseansamiiaduauely fufulagnluiaa WCB + CNN + BILSTM #iln
UsgAn3n1neina19a WCB + BILSTM uaglamafiugiu n1siis CNN layer anavilwiia
overfitting visemudugouilusndy iesen WangchanBERTa @111304U local patterns
ladeguaa n1sifiu ONN Feoralulafiuyannniiing wan1sideiaennassiundnnns
Occam’s Razor fiszyalunnafi Feusenisinlunadnsfidnivndseansawlnaidesty
LAYATUALUYDLAUOYBY Suraratchai & Phoomvuthisam (2024) fkuuaud dnyuadnis
\Fonandnenssuianyay

n15leuans layers 109 BERT lanma WCB (d-Layers) + BILSTM filynayaann 4 tu
annelvuadnsiiog symnslunafiugiuuay WCB + BILSTM uuaglanalinaousnndian
Nadnsh UM slenans layers snavaeluluinaiunia representations luszfumias o
vannvianedu wneradiveyadigeunioludennastiusevng layers aennnosiunanIIde
U89 Boquio & Naval Jr. (2024) 7R multi-layer pooling strategies fewinsoenLUY
pg9sauURaUTIarlanadsTia nisluufins CLS token 211 layer aavne (ainafiug ) uie

Wiy BILSTM uu layer a@avga1aiiiganadmsunudwunanusanawinewuy binary
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a

ANUANAAITEIIIUIEANSA AN NeINT Han1TITeuandbitudse g dulung

[
a Y

firsaniaUszAnBamuasnineInsiily ua WCB + BILSTM a¢luussAvianmasan uslung
flugiu (WeB) Aflvelauisuluamuariniuazanuaiies dwiunislenuiinesnisany
snswdeininensiide lumaiugworaduindondivangaunn luvaegiinnslyaud
WUAILAIUENGSA WCB + BILSTM auadunaiiiutufios 24% nisfinnsaniasveuds
auduaidunisiiluealdlanuaivluniegsia Swesdeuaunassmnsseansain
LATALYIY

verinlun1ssiuunau Annan nsvadeuiutaaufsaeliiura s
1A U9IN1ITUUNLUY binary furemufifamusdnuanuionarsuiun Tunasaosd
ausiulaanasessnnuazenluuadnsiwananatudmivrerulssani vedrind
azveufsanuduseuvasniwiivelulanssulau deylasnuansarudafiunatsaiuly
YoAAAE) L9 wgsAuauainiuing vielviifiiinuuanuazay dufunislseu
239 mw?aaﬁmsmmiﬁmmimLma‘ﬁ'mmaaﬁﬂLLuﬂmmgﬁmL‘U‘U multi-label 38 aspect-
based sentiment analysis Wodnsiuanudureuilafzu

aMuNzautudnumrresniwlng audnsavamnluaiinwuiu (Accuracy
11N11 90%) wansluifiuan WangchanBERTa 71 lasunisilneusuaniziuntentneidy
fuguiudsunssdmiumsussmananiwilng wawilngaedaamimenangysens
wu nslufimanuassnseyed ssuuissugnATTuTey warn1slafea el umne
WA Pre-trained Language Model fisanuuusniamzanunsadanisiudnuamiansmantn
08197 Us¥ANS NN dennasetuul Toves Lowphansiikul et al. (2021) 71 W u1
WangchanBERTa Gﬁum

msauayuIngUszasnnside nansidellaiuayuinguszasaiadesroveanside
pg199nL Usgnsuan Tmaiiiaund uisuauansauannsalunssuunauganain
voaruntyilnglaseisiiuszdninm Tng WCB + BILSTM Tvinadwsidfian Usznnsides
nsUszgnalsinatia NLP saudyu LSTM (netany BILSTM) lafigauuainanunsauiuss
UsyAvBnmedluinalasesditeddn vonani leafiwanntudsanmsodilulssgnaly
Tunsiinsienaanugdniil oaduauun1sieily Back Office 10939 uagn1sHouNnIUL

Hugging Face vhlninwanamnsalnfazihlunsgenlanosnsazain
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5.2 walauauus

verausnuzdmiumsildlyay dusunsiluealulenuee msiiansanden
TumanuuIunnsleay mm%qmamwLLaiusTquqﬂLLazﬁw%’wmﬂsLﬁmwa aasly WCB +
BILSTM wAMINABINIIANLTIALEIasALETEs Tuma WCB o1amunzaunin wenainil
asmspmiindsresidnveslunalunmssuunteauiifiaugdnuay uazeramesdinalniaiy
U N136eA threshold dmvsuanusiulanienisaseruiifinnuilasluasadeune
mwwé

ToldusuuzdmiunTIvenssen maiseluewianmsiaulaaiiausaswun
mmgﬁmwu multi-label #138 aspect-based sentiment analysis \iedan1siuenIuiil
vimwszLﬁw%mmgﬁﬂmaﬂgﬁsﬁu mamaaaﬁ’usqm%au”aﬁwmﬂwmamﬂ%u mmﬁaﬁy@ga
Pnunannesun1g waglawudug wWeusuduninuainsalunis generalize vasluing
wonanil msAnwmAdla ensemble learning %38 multi-task learning ﬁawﬁaw%’wqa
UszAnsamuaranuanunsalunisdansivuennudidureulaniy

vaiauenurdmiumstawneiios msiamlnalnaunsadanistunwineis
siuuaiUAsunUasegiaue Tnsameiauasagmslunwilug Tufedsaueeulau
ﬂ’]iéJWLW‘VIIEJLﬂag’lﬁl{l}ayjﬂ%ﬁL‘ﬂ‘ui%EJE?J%‘ZI"JEJ%JﬂU’]USzaVI%ﬂWWLLaSﬂ’J’mLﬁ&l?%@ﬂ%aﬂimﬂa
wenndl msWauLA3 oeouas APl filyausedusuiniauiinoinisdilunaly
Uszgnalaluszuuresmuies ieanadunisihlulsnuatduiene measagusutiniani
ausauvstulsraunsaasy fulslumanutuazgglunmsiannisinmeiamgan
mwlnenmnnelegnadihy

wana Nt dnsumsiannlumaiisesfureruiioTiiun 128 tokens voranula
vosluuelam Wy Uniansardadom unanuan weunaumniiiivaneUssdiu aas
ﬁm'ﬁmﬂ%mﬂﬁﬂ Sentence Embedding %38 Representation Learning Tuszaulseluanse
lonans Wlednnsfuresitaresaruemveaululinng BERT winsgiu vuiduaan
\wu Nakwak et al. (2023) uag Phatthiyaphaibun & Lowphansirikul (2024) wanslmdiua
A5l Sentence Embedding annsavelnlumalsyananaveniusilnoesnsd

UsEansnmunTu 1nefinssneAUNINEBAZUSUNYDUL M lASUNIUY
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Tueadwmsuiasizvansual (2 aana: NEG/POS) a1 lna 1naly WangchanBERTa
1flu backbone uazi¥iania (heads) wuy LSTM/CNN-LSTM sanaannidaanssudmsu
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$Uliussatauea 4 ¢ (AudluTvawnastan):

WCB/ — WangchanBERTa (12§ [CLS])
WCB_BilLSTM/ — WangchanBERTa — BiLSTM — Pooling
WCB_CNN_BiLSTM/ — WangchanBERTa — CNN — BiLSTM — Pooling

WCB_4Layer_BilLSTM/
BiLSTM — Pooling

WangchanBERTa (s291wtin 4 Lawwasanving) —

udarivawnasii model.safetensors uar config.json (a1A61:

id2label/label2id, max_length, pooling_after_lstm, base_model)

agduanisiszidiu (5-fold CV)

Model Accuracy (%) F1-Score (%) AUC (%)

wcB 90.33:0.32 89.92:0.33 95.72+0.22

WCB BiLSTM 90.93:0.37 90.54:0.39 95.57+1.22
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import torch

import torch.nn.functional as F

from transformers import AutoTokenizer
from huggingface_hub import hf_hub_download
from safetensors.torch import load_file
import json

import importlib.util

# =
REPO_ID i hai-sentiment"
MODEL_NAME CB_BiLSTM"

# anluiaa =

config_path = hf_hub_download(REPO_ID, filenam {MODEL_NAME}/config.json")
weights_path = hf_hub_download (REPO_ID, filename: {MODEL_NAME}/model.safetensors")
models_py = hf_hub_download (REPO_ID, filename="common/models.py")

with open(config_path, ") as f:
config = json.load(f)

base_model = config.get("base_model", "airesearch/wangchanberta-base-att-spm-uncased"

tokenizer = AutoTokenizer.from_pretrained(base_model)
spec = importlib.util.spec_from_file_location("models"
models = importlib.util.module_from_spec(spec)

spec. loader.exec_module(models)

, models_py)

model = models._build(
config.get("architecture", MODEL_NAME),
base_model,
config.get(
config.get(

"num_labels", 2),
pooling_after_lstm", "masked_mean")

)

state_dict = load_file(weights_path)
model. load_state_dict(state_dict, strict=
model.eval()

vinunnatsanlIN =

1

# Tokenize batch

inputs = tokenizer(
texts,
truncation= 0
padding= 5
max_length=config.get("max_length", 128),
return_tensors="pt"

)

# Predict batch

with torch.no_grad():
logits = model(inputs["input_ids"], inputs["attention_mask"])
probs = F.softmax(logits, dim=1)
pred_ids = torch.argmax(logits, dim=1)

# udaua
id2label = {int(k): v for k, v in config["id2label"].items()}

print(['=" * 70|

for i, text in enumerate(texts):
label = id2labellpred_ids[i].item()]
neg_prob = probs[i] [@].item()
pos_prob = probs[i] [1].item()

{text}")
- Prediction: {label}")
- Confidence: NEG={neg_prob:.4f}, P0S={pos_prob:.4f}")
print("-" * 70)
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rediction: POS
- Confidence: NEG=0.0021, P0S=0.9979

Text: wpwuws'ly sawIAnNsIIUAN
- Prediction: NEG
- Confidence: NEG=0.9969, P0S=0.0031

Text: usssnadd udssuuly
- Prediction: NEG
- Confidence: NEG=0.7858, P0S=0.2142
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